THEORY OF COMMUNICATION*
By D. GABOR, Dr: Iﬁg., Associate Member.t

(The paper was first received 25th November, 1944, and in revised form 24th September, 1945.)

PREFACE

The purpose of these three studies is an inquiry into the essence of the “information™
conveyed by -channels of communication, and the application of the results of this inquiry
to the practical problem of optimum utilization of frequency bands.

In Part 1, a new method of analysing signals is presented in which time and frequency
play symmetrical parts, and which contains ‘“time analysis” and “frequency analysis® as
special cases. It is-shown that the information conveyed by a frequency band in a given
time-interval can bé analysed in various ways into the same niimber of elementary *‘quanta
of information,” each quantum conveying one numerical datum.

In Part 2, this method is applied to the analysis of hearing sensations. It is shown
on the basis of existing experimental material that in the band between 60 and 1000 cfs
the human ear can discriminate very nearly every second datum of information, and
that this efficiency of nearly 509 is independent of the duration of the signals in a remark-
ably wide interval. This fact, which cannot be explained by any mechanism in the inner
ear, suggests a new phenomenon in nerve conduction. At frequencies above 1000 c/s
the efficiency of discrimination falls off sharply, proving that sound reproductions which
are far from faithful may be perceived by the ear as perfect, and that “‘condensed’ methods
of transmission and reproduction with improved waveband economy are possible in

principle.

In Part 3, suggestions are discussed for compressed transmission and reproduction of
speech or music, and the first experimental results obtained with one of these methods

are described.

Part 1. THE.ANALYSIS OF INFORMATION

SUMMARY

aerto communication theory was based on two alternative
«ds of signal analysis. One is the description of the signal as a
on of time; the other is Fourier analysis. Both are idealizations,
: fitst method operates with sharply defined instants of time,
cond with infinite wave-trains of rigorously defined frequ?ncim.
wr everyday experiences—especially our auditory semsations—
on a description in terms of both time and frequency. In the
1t paper this point of view is developed in quantitative language.
Is are represented in two dimensions, with time and frequency
ordinates. Such two-dimensional representations can be called
smation diagrams,” as areas in them are proportional to the
er of independent data which they can convey. This is a con-
nce of the fact that the frequency of a signal which is not of
te duration.can be defined only with a certain inaccuracy, which
versely proportional to the duration, and vice versa. This
srtainty relation” suggests a new method of description, inter-
ite ‘between the two extremes of time analysis and spectral
sis. There are certain *“elementary signals” which occupy the
est possible area in the information diagram. They are harmonic
ations modulated by a “probability pulse.” Each elementary
| can be considered as conveying exactly one datum, or one

ntum of information.”” Any signal can be expanded in terms

sse by a process which includes time analysis and Fourier analysis
treme cases.
'esé new methods of analysis, which involve some of the mathe-
-al apparatus of quantum theory, are illustrated by application
yme problems of transmission theory, such as direct generation
‘ngle sidebands, signals transmitted in minimum time through
ed frequency channels, frequency modulation and -time-division
iplex telephonjy. : . i

s Radio Section paper.’- K

t British Thomson-Houston Co., Ltd., Research Laboratory.

(1) INTRODUCTION

The purpose of this study is to present a method, with some
new features, for the analysis of information and its transmission
by speech, telegraphy, telephony, radio or television. While
this first part deals mainly with the fundamentals, it will be
followed by applications to practical problems, in particular to
the problem of the best utilization of frequency channels.

The principle -that the transmission of a certain amount of
information per ‘unit time requires a certain minimum wave-
band width dawned gradually upon communication engineers
during the third decade of this century. Similarly, as the prin-
ciple of conservation of énergy emerged from the slowly hardening

conviction of the impossibility of a perpetuum mobile, this funda- -

mental principle of communication engineering arose from the
refutation of ingenious attempts to break the as yet unformu-
lated law. When in 1922 John Carson!!! disproved the claim
that frequency modulation could economize some of the band-
width required by amplitude-modulation methods, he added
that all such schemes “are believed to involve a fundamentat
fallacy.”” ‘This conviction was soon cast into a more solid shape
when, in 1924, Nyquist!2 and Kiipfmiiller!3 independently
discovered an important special form of the principle, by proving
that the number of telegraph signals which can be transmitted
over any line is directly proportional to its waveband width.
In 1928 Hartley!4 generalized this and other results, partly by
inductive reasoning, and concluded that “the total amount of
information which may be transmitted . . . is proportional to

the product of frequency range which is transmitted and the N

time which is available for the transmission.”
Even before it was announced in its general form, an applica-
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tion was made of the new principle, which remains to this day
probably its most important practical achievement. In 1927,
Gray, Horton and Mathes!-5 gave the first full theoretical dis-
cussion of the influence of* waveband restriction on the -quality
of television pictures, and were able to fix the minimum wave-
band requirements in advance, long before the first high-definition
system was realized. In fact, in this as'in later discussions of
the problem, the special Nyquist-Kiipfmiiller result appears to
have been used, rather than Hartley’s general but somewhat
vague formulation. :

The general principlé was immediately accepted and recognized

as a fundamental law of communication theory, as may be seen
from its discussion by Liischen!-6 in 1932 before this Institution.
Yet it appears that hitherto the mathematical basis of the prin-
ciple has not been clearly recognized. Nor have certain practical
conclusions been drawn, which are suggested by a more rigorous
formulation. :

(2) TRANSMISSION OF DATA

Let us imagine that the message to be transmitted is given in

. the form of a time function s(#), where s stands for “signal.”
Unless specially stated, s will be assumed to be of the nature
of a voltage, current, field strength, air pressure, or any other
“linear”” quantity, so that power and energy are proportional
to its square. We assume that the function s(¢) is given in some
time interval 1, — t; = 7, as illustrated in Fig. 1.1. Evidently
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Fig. 1.1.—Signal as a function of time.

this message contains an infinity of data. We can divide 7 into,
say, N sub-intervals, and define, for instance, the average ordinate
in each sub-interval as a “datum.”” If there is no limit to the
sub-division, there is no limit to the number of data which could
be transmitted in an absolutely faithful reproduction.

As this is impossible, let us see whether it is possible to transmit
faithfully at least a finite number N of data.
an infinite number of possibilities for specifying the curve s(r)
in the interval v approximately by N data. Without knowing
the specific purpose of the transmission it is impossible to decide
which is the most economical system of selection and specifica-
tion. Yet, certain methods will recommend themselves by reason
of their analytical simplicity. One of these, division into equal

sub-intervals, has been already mentioned. Another method is -

to replace the curve s(?) in the interval = by a polynomial of
order N, to fit it as closely as possible to s(r) by the method of
least squares,.and to take the coefficients of the polynomial as
data. It is known that this method is equivalent to specifying
the polynomial in such a way that its first N “moments” M,
shall be equal to those of s{(f):—

T T T
My = J-sdt M, = Jrsdt M, = J-tzsdt .

T
. MN—-] = LIN—lSdt
(1] (1] 0

Instead of the coefficients of the polynomial, we can also con-
sider these moments as the specified data. :
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Evidently there is .

A method closely related to this is the following.
s(#), instead of in powers of time, in terms of a set o
tions ¢, (1), orthogonal in the interval 0 < ¢ < 7, ang
as data the N coefficients of expansion. It is known {}3§
is equivalent to fitting the expansion to s(s) by the metk
least squares.* How close the fit will be, and how we]
suit the practical purpose, depends on the set of f :
selected. " : ' PRy

Ore class of orthogonal-functions, the simple harmop;
tions sine and cosine, have always played a preferred pariis ’
communication theory. It is Shown in Appendix 9j:: n,
there are good reasons for this preference other thap*
elementary character. Let us now develop the curve () i
interval 7 into a Fourier series. This gives an infinite seq
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Fig. 1.2.—Fourier spectrum of signal in an interval 7.

quency, all equally spaced by a frequency 1/r. Two data 3
associated with each frequency, the coefficients of the sine and:
cosine terms in the expansion. In a frequency range (f, — £kl
there are therefore (f, — f;)7 lines, representing 2(f; — f)*
data, that is exactly two data per unit time and umit frequemey:
range. : T
This, in fact, proves the fundamental principle of communigas: ]
tion. In whatever ways we select N data to specify the signgh-
in the interval T, we cannot transmit :more than a numbg::§.
2(f, — fi)T of these data, or of their independent combinafm-:
by means of the 2(f, — f,)T independent Fourier coeﬁcient.v.-}f) '
In spite of the extreme simplicity of this proof, it leaves:
feeling of dissatisfaction. Though the proof shows clearly thigt
the principle in question is based on a simple mathemati
identity, it does not reveal this identity in a tangible fori,;
Besides it leaves some questions unanswered: What are the.
effects of a physical filter? How far are we allowed to sub-dividé
the waveband or the time interval? What modifications would
arise by departing from the rigid prescription of absolute indet:;
pendence of the data and allowing a limited amount of mutu?
interference? It therefore appears worth while to approach ﬂfﬁ
problem afresh in another way, which will take considerd®
more space, but which, in addition to physical insight, gives &
answer to the questions which have been left open. ' '

(2.1) Time and Frequency
The greatest part of the theory of communication has bged

e/t
built up on the basis of Fourier’s reciprocal integral relati sl

s(f) = JS( fezriftdf S(f) = J- .:o(t)e—Z"lf'dt i

* Cf.e.g. CHURCHILL, RUEL V.: “Fourier Series and Boundary Value Problg
(McGraw Hill, 1941), p. 40, This book contains an introdugtion .to the thed
orthogonal functions. : . oo

t The notations used will follow in the main those of Ca¢pbell and Foster.*” ;
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here s(¢) and S(f) are a pair of Founer transforms. We will
kfer to S(f) also as the “spectram’’ of s(z).

Though mathematically this theorem is beyond reproach, even
erts could not at times conceal an uneasy feeling when it
fame to the physical interpretation of results obtained by the
ouner method. After having for the first time obtained the
kpectrum of a frequency-modulated sine wave, Carson wrote:!1-1
he foregong solutions, though unquestionably mathematically
correct, are somewhat difficult to reconcile with our physical
ntuitions, and our physical concepts of such ‘variable-fre-
juency’ mechanisms as, for example, the siren.”

Ephenomena in an infinite interval, sub specie aeternitatis, and
his is .very far from our everyday point of view. Fourier’s
theorem makes of description in time and description by the
'spectru.m, two mutually exclusive methods. If the term ‘‘fre-
"quency’’ is used in the strict mathematical sense which applies
nly to infinite wave-trains, a ‘“‘changing frequency’” becomes a
ontradiction in ‘terms, as it is a statement involving both time
nd frequency.*

The terrmnology of physics has never completely adapted 1tself
o this rigorous mathematical definition of ‘frequency.”” In
ptics, in radio engineering and in acoustics the word has retained
;2 much of its everyday meaning, which is in better agreement with
what Carson called “our physical intuitions.” For instance,
" speech and music have for us a definite “time pattern,” as well
- as a frequency pattern. It is possible to leave the time pattern
unchanged, and double what we generally call “frequencies” by
§ playing a musical piece on the piano an octave higher, or con-
+ versely it can be played in the same key, but in different time.
Evidently both views have their limitations, and they are com-
‘plementary, rather than mutually exclusive. But it appears that
hitherto the fixing of the limit was largely left to common sense.
It is one of  the main objects of this paper to show that there
are also adequate mathematical methods available for this
purpose.

frequency are legitimate references for describing a signal, and
illustrate this, as in Fig. 1.3, by taking them as orthogonal co-
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Fig. 1.3.—Unit impulse (delta function) and infinite sine wave in
time/frequency diagram.

by a vertical line. Its frequency is exactly defined, while -its
epoch is entirely undefined. A sudden surge or “delta function”’{
(also called ‘“unit impulse function’’), on the other hand, has a
sharply .defined epoch, but its energy is uniformly distributed
over the whole frequency spectrum. This signal is therefore

* Carson proposed the concept of a “generalized frequency" in 1922, and in 1937
elaborated it further with T. C. Fry under the name of ¢ mstamaneous frequency””
{Ref.No. 1.8). This is a useful notion for slowly-varymgfrequenc:es, but not sufficient
to cover all cases in which physical feeling and -the Fourier integral theorem are
at variance.

t Campbell and Foster call this an & function, but the name “delta function” as
used by Dirac has now wider currency.
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~The reason is that the Fourier-integral method considers .

_frequencies.

Let us now tentatively adopt the view that both time and

ordinates. In this diagram a harmonic oscillation. is represented .
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represented by a horizontal line. But how are we to represent
other signals, for instance a sine wave of finite duration?

In order to give this question a precise meaning we must
consider the physical effects which can be produced by the signal.
The physical meaning of the s(f) curve, shown at the left of

_Fig. 1.4, is that this is the response of an ideal oscillograph
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Fig. 1.4—Time/frequency diagram of the response of physical instru-
ments to a finite sine wave.

which has a uniform response over the whole 1infinite frequency
range. The interpretation Jof the Fourier spectrum, shown at
the bottom of the same ﬁgure, is somewhat less simple. It could
be obtained by an infinite number of heterodyne receivers, each
of which is tuned to a sharp frequency, and connected with an
indicating instrument of infinite - time-constant. To simplify
matters we take instead a bank of reeds, or other resonators,
each tuned to a narrow waveband, with equally spaced resopant
It is known that such an instrument gives only an
analysis of the energy spectrum, as it cannot distinguish phases,
but this will be sufficient for the purpose of discussion. Let us
compare this instrument with a real oscillograph, which responds
only to a certain range of frequencies (f, — f;). For simplicity
it has been assumed in Fig. 1.4 that the bank of reeds extends
over the same range, and that the time-constant of the reeds is
about equal to the duration of the signal.

‘We know that any instrument, or combination of instruments, °
cannot obtain more than at most. 2(f, — f})7 independent data
from the area (f, — f)7 in the diagram. But instead of rigor-

-ously independent data, which can be obtained in general only

by calculation from the instrument readings, it will be more
convenient for the moment to consider “practically’” indepen-
dent data, which can be obtained by direct readings. - For any
resonator, oscillograph or reed, a damping time can be defined,
after which oscillations have decayed by, say, 10 db. Similarly
one can define a tuning width as, say, the number of cycles off
resonance at which the response falls off by 10db. It is well
known that in all types of resonators there is a relation between
these two of the form:

" Decay time X Tuning width = Number of the order one.

This means' that for.every type of resonator a characteristic
rectangle of about unit area can be defined in the time/frequency
diagram, which corresponds. to one “practically’’ independent
reading of the instrument. In order to obtain their number,
we must divide up the (time X frequency) area into such rect-
angles. This is illustrated in Figs. 1.4(a) and 1.4(5). In the
case of the oscillograph the rectangles are broad horizontally
and narrow vertically; for the tuned reeds the reverse. The
amplitude of the readings is indicated by shading of different
density. Negative amplitudes are indicated by shading of
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opposite inclination. We will retirn later to the question of a
suitable convention for measuring these amplitudés.*

Without going into details, ‘it is now evident that physical
instruments analyse the time-frequency diagram into rectangles
which have shapes dependent on the nature of the instrument
and areas of the order umty, but not less than one-half. The
number of these rectangles in any region is the number of inde-
pendent data which the instrument can obtain from the signal,
i.e. proportional to the amount of information, This Justlﬁes
calling the diagram from now on the “diagram of information.”

We may now ask what it is that prevents any instrument from

analysing the information area with an accuracy of less than a

half unit. The ultimate reason for this is evident. We have
made of a function of one variable—time or frequency—a func-
tion of two variables—time and frequency. This might be
considered a somewhat artificial process, but it must be remem-
bered that it corresponds very closely to our subjective inter-
pretation of aural sensations. Indeed, Fig. 1.4(6) could be
considered as a rough plan of analysis by the ear; rather rough,
as the ear is too complicated an instrument to be replaced by a
bank of tuned reeds, yet much closer than either the oscillogram
‘or the Fourier spectrum. But as a result of this doubling of
variables ‘we have the strange feature that, although we can

carry out the analysis with any degree of accuracy in. the time.

direction or in the frequency direction, we cannot carry it out
simultaneously in both beyond a certain limit. This strange
character is probably the reason why the familiar subjective
pattern of our aural sensations and their mathematical inter-
pretation have hitherto differed so widely. In fact the mathe-
matical . apparatus adequate for treating this diagram in a
quantitative way has become available only fairly recently to
physicists, thanks to the development of quantum theory.

The linkage between the uncertainties in the definitions of
“time”” and “frequency’ has never passed entirely unnoticed by
physicists. It is the key to the problem of the ‘coherence
length’® of wave-trains, which was thoroughly discussed by
Sommerfeld in 1914.f But these probléems came into the focus
of physical interest only with the discovery of wave mechanics,
and especially by the formulation of Heisenberg’s principle of
indeterminacy in 1927, This discovery led to a great simplifica-
tion in the mathematical apparatus of quantum theory, which

"was recast in a form of which use will be made in the present
paper.

The essence of this method—due to a considerable part to
W. Paulit—is a re-definition of all observable physical quantities
in such a form that the physical uncertainty relations which
obtain between them appear as direct consequences of a mathe-
matical identity

MAf~1 . . . .

At and Af are here the uncertainties inherent in the definitions
of the epoch t and the frequency f of an oscillation. The
identity (1.2) states that ¢ and f cannot be simultaneously defined
in an exact way, but only with a latitude of the order one in
the product of uncertainties.

Though this interpretation of Heisenberg’s principle is now

* Note added Tth February, 1946. An instrument called the **Sound Specu'ograph”
has been developed by the Bell Telephone Laboratories for the recording of sound
patterns in two-dimensional form. The first publications bave just appeared:
l1:0‘1'1'}:}\, R. K.: “Visible Patterns of Sound,” Science, 9th November, 1945, and

Visible Speech,” Bell Laboratories Record, Ja.nu 1946,

t Somzmw A.: Annalen der Physik, 1914, 44,p 177.

. Another ficld of classical physics in which an uncertainty relation is of great
importance is Brownian motion. Cf. FirTH, R.: “On Some Relations between
Classical Statistics and Quanmm Mechanics,” Zeztschnft fir Physik, 1933, 81, p, 143,
and BouLicanp, G.: “Relations d’Incertitude en Géometrie ct en Physlque”
(Hermann et Cxe, Paris, 1934).
Pauny, W.: “Handbuch der Physxk," vol 24/1, 2nd e&L (Beslin, 1933). A very

}‘ucxd exgosmon of quantum mec] these lines is given by TorLman, R. C.:

"The "Principles of Statistical Mechamcs" (Oxford 1938), pp. 189-276. In Dirac’s
systemn Pauli’s postulates appear as resuits, denved from .another -set of postulates:
Cf. DIRAC, P. A. M.: "Quanmm Mechanics,” 2nd ed. (Oxford, 1938), p. 103.
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. transmission appears to have passed unnoticed.

(1.2) -

- order to produce a rotating field.

iﬁ(t) has been obtained can be readily generalized. We have

‘1935),

widely known, especially * thanks to popular exposi of
quantum theory,* it-appears that the-identity (1.2)'ita
received less attention than it deserves. _Following a'siig
by the theoretical physicist A. Landé, in 1931 G.- W:"
brought the relation to the notice of acousticians, in
notej-—to which we shall return in Part 2—but ap
without much response. In communication theory the

Perhaps it is not unnecessary to point out that it is not inj
to explain the transmission of information by means of qg
theory. This could hardly be called an explanation.
going references are merely an acknoWledgrnent to th

matxcal methods

(3) THE COMPLEX SIGNAL

In order to apply the simple and elegant formalism of ¢ quan
mechanics, it will be convenient first to express the sign
amphtude s(t) ina spmewhat different form

There are'ty
One is to wi§
5

over operations with sine or cosine funcuons
ways of introducing the complex exponential.-

cos wt = L(eJot 4- e—Jot) sin wit =

= (eJot — e—Joty | (1.3)
37 ( — e ) -(123)-_
This means that the harmonic functions are replaced by. the re
resultant of two complex vectors, rotating in opposite dxrectxons. for
The other way is to put -

COs wf =

H(e/ot) sin wt = — F(je/) (1 4)

In this method the harmonic functions are replaced by the real _
part of a single rotating vector. Both methods have great’
advantages against operation with real harmonic functions.
Their relative merits depend on the problem to which they are
applied. In modulation problems, for instance, the advantage
is with the first method. On the other hand, the formalism of
quantum mechanics favours the second method, which we are-

ccpprenepme e o AP ORRTSE E

now going to follow. This means that we replace a real signal - Pﬁ
of the form ‘ ~ Eh
5(f) = acos wt + bsin wt . a. 5) il
by a complex time function
P(O) = () + jo(t) = (a — jb)elot (.6

“which is formed by adding to the real signal s(¢) an imaginary -

signal jo(f). The function o(f) is formed from s(¢) by replacing -
cos wt by sin wt and sin wt by — cos wz. The function o(f) has
a simple significance. It represents the signal in quadrature to
s(f) which, added to it, transforms the oscillating into a rotating -
vector. If, for instance, () is applied to two opposite poles of
a four-pole armature, o(r) has to be applied to the other palr in

If s(¢) is not a simple harmonic function, the process by which

only to express s(?) in the form of a real Fourier mtegral replace
every cosine in it by e/%, and every sine by — je/o. This
process becomes very simple if, instead of sine and cosme

Fourier integrals, the complex (cisoidal) Fourier integrals are

* SCHRODINGER, E.: "Scwncc and the Human Temperament” (Allen and Un
pp. 126-125. , F. A.: “The Physical Significance of Qunn‘““}
eory”’ (Oxford, 1932), pp. 126-1 . DAnwm, C."G.: “The New Conceptio:
Matter” (G. Bell and Sons, 1931), ;)p 78—102 :

+ STEWART, G. W.: Ref, No.

A. Landé has ‘made use of acousﬁcal exam to illustrate the uncertainty rel 0
in h;gl z\lorl&ungcn \iber Wellenmec] demische Ve Jagsges (Leipzig, 193 7'

pp. 17-



according to equation (1.1). In this case the passage from
0 (?) is equivalent to the instruction: Suppress the ampli-
des belonging to negative frequencies, and multiply the amplitudes
ositive frequenc:es by two. This can be readily understood
comparing equations (1.3) and (1.4).

ough the Fourier transform of i(z) is thus immediately
ined from the Fourier transform of s(?), to obtain () itself
uires an integration. It can be easily verified that the signal
associated with s5(¢) is given by the integral

oft) = :_TF(ér);f_I—t a.m

his is an improper integral, and is to be understood as an
bbreviation of the following limit

FmflTTT

4 hlch is called ““Caychy’s principal value” of an improper
.tegral * To verify equatlon (1.7} it is sufficient to show that

' it converts cos wt into sin wt and sin wf into — cos wt. Con-
ersely s(f) can be expressed by a(#) as follows:—
) . | =
st) = — - J o4 1.8)
T T—1

| —o0 .
Associated functions s(f) and o(f) which satisfy the reciprocal
3 felations (1.7) and (1.8) are known as a pair of “Hilbert trans-
forms.”’t
- Pairs of signals in quadrature with one another can be generated
y taking an analytical function f(z) of the complex variable
= x + jy, which can be expressed in the form f(z) = u(x,y)
Ju(x,y). Provided that there are no poles at one side of the
-axis (and if certain other singularities are excluded), u(x,0)
1 9(x,0) will be in quadrature. The function e’z is an example
hich gives u(x,O) = cos x and »(x,0) = sin x. It follows that,

nalytical functions of a complex varrable we can. draw any
traight line in the complex plane which leaves all the poles at
me side, and the values of the two conjugate functions along
is line will give a pair of functions in quadrature.

ig. 1.5. In spite of their very differeiit forms they contain the

1
s_(t) "

W 0A

Fig. 1.5 —Example of signals in quadrature,

Esame spectral components. If these functions were to represent
mplitudes of sound waves, the ear could not distinguish one
-om the other.}

A mechanical deyice for generatmg the assoelated signal a(t)
0 a given signal s(¢) is described in Appendix 9.2, which contains
SO a discussion of the problem of 'si-ngle-sideband generation.

* Wm'rrum, E T., and WATSON, G. N.: “Modern Analys:s," 4th &d. (Cambridge),

1 Cf TirceMARsH, E, C.: Introducnon to the Theory of Founer Integrals"
R(Oxford, 1937).

% § Pravided that Ohm's law of hearmg holds with sufficient aecuracy Such
sociated signals could be used for testing the limits of validity of Ohm’s law

Yor. 93, Part IIL
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s the real axis is in no way distinguished in the theory of -

An example of two functions in quadrature is shown in
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(49 EXACT FORMULATION OF THE UNCERTAINTY
RELATION

By means of the complex signal ¢.(t) it is now easy to frame
the uncertainty relation in a quantitative manner, using the
formalism of quantum mechanics. In order to emphasize the
analogy, the same symbol s has been chosen for the complex
signal as is used in that theory for the “wave” or “probability”
amphtudes

P(2) is the time description of the s1gna1 We can associate
with this its frequency description by means of its Fourier
transform ¢(f), which will also be called the “spectrum” of Yl(o).
The two descriptions are connected by the reciprocal Fourier
relations

) = J¢(f)ez"if‘df (1.9)
= J¢(t)e—2"1ﬂdt . (1.10)

bl -]

In order to emphasize the symmetry, the first integral has been
also written with limits — oo and oo, although we have specified
(o) in such a way that ¢(f) = 0 for negative frequencies; hence
we could have taken zero as the lower limit. As in the following
all integrals will be taken in the limits — oo to co, the limits
will not be indicated in the formulae. :

In Section 1 several methods have been discussed for specifying
a signal by an infinite set of denumerable (countable) data. One
of these was specification by moments, M, M, . This’
method, with some modifications, will be the best smted for
quantitative discussion. The first modification is that it will be
more convenient to introduce instead of s(f) the following
“‘weight function’ :—

YOO = [sOP + [cOP (1.1

The asterisk denotes. the conjugate complex value. - The new
weight function is therefore the square of the absolute value
of . This can be considered as the “power” of. the signal, and
will be referred to by this name in what follows, A second
convenient modlﬁcatlon is that, instead of with the moments
themselves, we shall operate with their values divided by M,,
i.e. with the following quotients:—

_Jyrapdt o, [redt Jp*emdt
I N 2 A A0 A
These are the mean values of the *“‘epoch” ¢ of the signal of
orders 1, 2 . n. The factor #* has been placed between
the two amphtude factors to emphasize the symmetry of the
formulas with later ones. By a theorem of Stleltjes, if all mean
values are known, the ‘weight function Y= [2 is also deter-
mined, apart from a constant factor. The signal ¢ itself is
determined only as regards absolute value; its phase. remains
arbitrary. This makes the method partlcularly suitable,. for
instance, for acoustical problems In others, where the phase
is observable, it will not be difficult to supplement the specifica-

(1.12)

" tion, as will be shown later.

Slmﬂarly we deﬁne mean frequenc1es Jn of the signal as
foHOWS

P L P =I¢*f"¢df. N
“1Far T Tgar 1547
It now becomes ev1dent why we had to introduce a complex
signal in the previous Section. If we had operated with the real
signal s(#) instead, the weight function would have been even,
and the mean frequency f always zero. This is one of the
' 27

(L13)
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points on whlch physnwl feeling. and the usual Fourier methods
are not in perfect agreement. But- we could eliminate the
negative frequencies, only at the price of introducing a complex
signal.

As by equations (1.9) and (1.10), 4 and ¢ mutually determine

one ‘another, it must be possible to express the mean frequencies

by i, and, conversely, the mean epochs by ¢. This can be done
indeed very simply by means of tie following elegant recxprocal-
relations:—

j't/l"‘t/ldt J'gb"‘g&df .. (1.19)
[ = (7;1) J ./,*F/:d} (1.15)
W = (%) j ¢*§;-;,¢df (1.16)
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The first of these, (1.14), is well known as the “Fourier energy |

theorem” (Rayleigh, 1889). The other relations can be derived
from the identityt

: St 44»,0)4»2(— nNaF. . . @I

by partlal integration; assummg that x/: ¢ and all their denva-
tives vanish at infinity, -

:"These very useful reciptrocal re]atlons can be-summed up in
thefollowing simple instructions.” When it is desired to express
one of the mean values (1. 12) by mtegrals over frequency;,

1
27j df.
This can be called “translation from time language into fre:
quéncy language.””  Conversely, when doing the inverse trans-
Iation, replace ¢ by ¢ and the frequency f by the opefator
1

replace & by 96 and the quant:ty t by the operator —

277]3} Thxs corresponds to the somewhat mysterious rule of
quantum mechanics: ‘Replace in classical equations the momen-

Zh bi:’ where x-is the ce-ordinaté

conjugate to the momentum px Actually 1t is no more mystenous

than Heaviside’s. instruction: “Replace thé operator dfdt by p,”

Whlch has long been farmhar to elecmcal engineers, ..
Applying the ule ' .

tum p,_ by the operator .

| g
T I j.p*,/,dt '

to a simple cisoidal function P = cis 2afyt, we obtain the
value f; for the mean frequency £, and similarly /» = f3. The
mean épochs 7% on the other harid, are zero for odd powers, and
infinite for even’powers n > 1. The cisoidal function is to be
«considered as a 'limiting case, as the theory is correctly applicable
only to s1gnals of finite dufation, and with frequency spectra
which do not extend to mﬁmty, a condmon whlch is fulﬁlled
by &ll téal, physical signals. © -

These: definitions and rules enable u$ fo formulate the un-
certamty relation quantitatively. "Let-us consider a finite signal,
such as is shown, for example, in Fig. 1.6. Let us first fix the
mean epoch and the medn frequency of the signal, by means
of equations (1.12) and (1.13) or (1.18). These, howevér, do
not count as data, as in a contibuous transmission there wilt
be some signal strength at any instant, and at any frequency.
We consider 7 and f as references, not as data. The first two
data will be therefore determined by the mean-square values of
epoch and frequency, iie, R

: .."“/’*ﬂlﬁdt o
B= N7

+ Cf: CAMpeELL and FostEr: Reference 1 7, p. 39

(1.18)

(1.1'95

a minimum area in the information diagram. How larg

-
j Yt bt
T @R fPrpdr

=1 ¢ f’¢df

= "gegar

gnage > as explamed and transformed by partial mte
put its essentially positive character into evidence. | ’

It may be noted that 72 and 2, and in general all mean
of even order, remain unaltered if the real signal s(f
assocmte a(D), is substltuted i the place of (1) = s(t)

the complex signal, but :/; will be retained in order to- sim)
some of the analytical expressions and to emphaswe the simj
with the formulas of guantum mechanics.

We now define what will be called “the eﬂ‘ectlve duration
and the “effective frequency width” Af of a sxgnal by
following equations

At = [22G — IR}

= [2n(F= 7}

In words, the effective duration is defined as +/ (27r) time

r.m.s. deviation of the signal from the mean epoch ¢, an

effective frequency width similarly as +/(2#) times the r.n

deviation from 7. The choice of the numerical factor \/(2«1
will be justified later.

Using the identities

G—mp=02-07 (F-Mm=7r2-0Ur _
At and Af can be expressed by means of (1,19) and (1.2
The expressions are greatly simplified if the origin of the ti
scale is shifted to 7, and the origin of the frequency scale t
Both transformations are effected by introducing a new ti
scale _

__ T=1—1 .
and a new signal amplitude
' F(7) = fi(p)e=2mi

Expressing ¢ and i by the new quantities 7 and ¥, it is foung{.
that, apart from a numerical factor 27, (A#)? and (A f)? ass 3
the same form as equations (1.19) and (1.20) for /2 and
Multiplying the two equations we obtain

I\}f*,-z\;f@]ﬁ.. ¢_1_\_Ifd

1
Qe fy = —[ G RZeS

But, by a mathematical identity, a form of the “Schw
inequality” due to Weyl and Pauli,{ the expression in bracke!
is always larger than unity for any function ¥ for which
lntegrals exist. We obtam, therefore, the uncertainty relat
in the rigorous form .

AAf > % -

This is- the mathematxml identity which is at the root of t
fundamental” principle of communication. We see that -!
r.m.s. duration‘of a signal, and its r.m.s. frequency-width d

(P

assume this minimium area depends ‘on ‘the convention- fo
numerical factor, . By choosing it as \/ (2m) = 2:506 we
made the number of elementary areas in any large rectan
‘The Theory of Groups and Quantum Mochanics” (Methuen;

1951), pp. " 393.°Cf. also ToLMAN, KL C.: loc. cit., p. 235, and AppendiX
of this paper. -



n of the mfom_latlon diagram equal to the number of

lation (1.26) is symmetrical in time and frequency, and it
ggests that a new representation of signals might be found in
ich ¢+ and f played 1nterchangeable parts. Moreover, it
ests that it might be possible to give a more concrete inter-
etation to the information diagram by dividing it up into
ells’” of size one half, and associating each ceéll with an
lementary signal’’ which transmitted exactly one datum of
gafformation. This programme will be carried out in the next

_ (5 THE ELEMENTARY SIGNAL
The mathematical developments up to this point have run

ults could have been formally obtained by replacing a co-
dinate x by ¢, the momentum p by £, and Planck’s constant 4
unity, But now the ways part, as questions arise in the
ory of information which are rather different from those
BE¥hich quantum theory sets out to answer.

¢ The first problem arises directly from the inequality (1.26).
What is the shape of the signal for which the product A7Af
ally assumes the smallest possible value, i.e. for which the
uality turns into an equality? -
The derivation of this signal forin is contalned in Appendix 9.3;
ly the result will be given here, which is very simple. The
al which occupies the minimum drea ANtAf = % is the modu-
ion product of a harmonic oscillation of any frequency with a
pulse of the form of a probability function. In complex form

(1) = e~ 20—t cis 2mfyt + é (1.27)

1y, fo and ¢ are constants, which can be interpreted as the
sharpness’® of the pulse, the epoch of its peak, and the fre-
ency and phase constant of the modulating oscillation. The
nstant ¢ is connected with Az and A f by the relations ©

U 4. Fo 1
a= )z A= ,
As might be expected from the symmetrical form of the con-

lition from which it has been: derived, the spectrum is of the
e analytical form . .

4>(f)—e—()<f’°”c1s[ 2mte(f ~ fo)+¢] . (128

ibsolute values, have the shape of prdbebility curveés, as illus-
ted in Flg. 1 6 Theu- sharpnesses a'i'e re'cxprocal

t its minimum property does not appear to have been recog-
ed. It is. this property which makes the modulated proba-
‘bility pulse the natural basis on which to build up an analysis
;1)1' signals in whlch both tlme and frequency are recognized as
eferences.
It may be proposed, therefore, to call a pu]se according to
Riequation (1.27) an elementary signal. In the information
diagram it may be represented by :a: rectangle with sides: At
ind Af,.and area one-half, céntring on the point- (¢, f;). It
ill be shown below. that any signdl can be expanded into
lementary signals in such a way that their representative rect-
gles cover:the whole time-frequency area, -as indicated in
g. 1.7. Their amplitudes can be indicated -by a number
itten into the rectangle, or by shading.. Bach of these areas,
th its associated dafum, represents, as it. were, one elementary
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ther closely on the lines of quantum mechanics. In fact our -
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Flg 1.6.—Envelope of the elementary 51gnal
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Fig. 1.7 —Representatlon of s1gnal by logons

quantum of information, and it is proposed to eull»xt a 10gon
Expansion iito ¢lementary signals is a process of whleb, Fourier
analysis and time descnptlon are special cases. - ‘The-first is
obtained at « = 0, in which case the elementary signal becomes
a sine wave of infinite length, the gecond at a—+ o0, when it
passes into a “delta function.”

It will be convenient to explain the expansion into elementary
signals in two steps. The first step leads to elementary areas
of. size unity, with two associated data, but it is. simpler .and
more symmetrical than the second step, which takes us to the-
limit of sub-division,

This first step corresponds to d1v1s1on of the information area
by a network of lines with distances ‘Af.and 1JA¢ réspectively,
as illustrated in Fig. 1.8.* The elementary aréas have suffixes n -

AU [IS A
f n Cn k-t “Co & . cn.h.l . 7
n-l A;t Cg—l.H G-tk | G-t knt
PO LN
Flg 1.8.—Representation of signal by a matrix of cdx‘nplex :
amplitudes.

*_For perfect symmetry the spacings in the network ought {o haVe begn takeu as )
(v2)At and lI(VZ)A‘ = (V2)Af respectively.
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in the time dxrectlon and k in- the frequency direction. The
centre lines (horizontally) may be at f, = 7 At, assuming for
conveniénce that we measure time from the “zero”’-th of these
lines. The expansion is given by the following formula

tﬁ(t) = Z Zk €k €XP n—z—(ﬁ—w cis (27rktIAt)

PR RN

‘The matrix of the complex c0efﬁments Cok represents the signal
in a symmetrical way, as it is easy to see that if the expansion
exists we arrive—apart from a constant factor—at the same
coefficients if we expand ¢(f) instead of ().

As the elementary signals in (1.29) are not orthogonal, the
coefficients c,, are best obtained by successive’ approximations.
In the first approximation we considér each horizontal strip
with suffix » by itself, and expand the function z/u(t) as if the
other strips did no; gqsg,in, the interval (¢, — A0 to (1, + 3AH,
by putting

. (t—nA)? < o

C0em T = Zk ¢, cis (2t Af)
In this formula the exponential finction, which is independent
of k, has been brought over to the left. We have now a
known function -on the left, and a Fourier series on the right,
which by known methods gives iminediately the first approxima-
tion for the coefficients c,,. This represents (f) correctly in
the intervals for which the series are valid, but not outside them.
If the first approximations are added up with summation
indices n, there will be a certain error due to their overlap.
A second approximation can be obtained by subtracting this
error from (¢) in eqn. (1.29) and repeating the procedure. It
can be expected to converge rapidly, as the expomential factor
decays so fast that only neighbouring strips n influence each
other perceptlbly

This expansion gives ultlmately one complex number c,, for
-every .two. elementary areas: of size one-haif. The real and
. imaginary parts can be interpreted as glvmg the amplitudes of
the followmg two real elementary signals

. ':Cg; = exp — ot — 10)2 znj;,(t —1p)
where o2 = }n/(AH2. These can be called the “cosme—type

and ‘‘sine-type” elementary signals. They are illustrated in
Fig. 1.9. We can use them to obtain a real expansion, allocating

. ¥1.30)

Sll'l

Sme Ype. -

Fig. 1.9,

,,,,,, But it may be noted
that this will have to be necessanly a more special and less sym-
metrical expansion than the previous one, as the transform of a
cosine:type elementary signal, for example will not in general be
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(1.'29) '

- sine series, which enables the coefficients to be calculated

of the same type. As always in communication theo

description by complex numbers is formally simpler thags
real data.

We now div_i_de up the information plane as shown in Fig:y

—aso | bso an | by | a2 | bse

.

l_jio by | ag by | a2 | by
]

—ay | by | a by | an | by
% G 32

T o0 bo | an | ba an | b

ac = : :
an’ | o | en by ar b

A }

4 - - il e =
At %A -f

Flg. 1.10.—Expansion of arbitrary signal in cosine-type and si
elementary signals.

into cells of size one-half, measunng At in the time, and
in the frequency, direction. Startmg from the line o
frequency, we allocate to these areas in every strip altern
cosine-type and a sme-type elementary signal. Eviden
must start with a cosine signal at f = 0, as the sine-type si
would be zero. This leads us to the following expansion of th
real signal s(f):— -

@

s(0) = Z,, exp — 77(’ Z(Anﬁzt) Zk [a,x cos 2mk(r — nAt)IA( _

+ by sin 277(k + e~ nADIA] . (3

In order to find the coefficients a,, and b, we can carry @ _i)geee
the same process of approximation as explained in connectl_ mitte
with expansmn (1.30), but with a difference. At the first st 3
we arrive at an equation of a form ’

oo . ] "'and,

£ = Zk a,, cos kx + b, sin (k + Px

0
with the abbreviations x = 27(t — nANJAr, and flx) = -:g
exp 3n(t — nAD?(An?2.  But the trigonometric series: on

_ right is not a Fourier series. It is of a somewhat unusual typgi N

in which the sine terms have frequencies mid-way between l-bﬁ _scril
cosine terms. It will be necessary to show briefly that this sefié give.
can be used also for the representation of arbitrary functig lis th
First. we separate the even and odd parts on both sides of in‘th
equation, by putting , CM

a0

0 + fi(= 0] = Zk a,, cos kx
' s (]

oo

) —f(— 0] = Zk b,y sin (k + Bx

The first is a Fauner series, but not the second. We have
however, in Section 3, how all the frequencies contamed‘
function can be raised by a constant-amount by means
process which involves ealculating the function in quadra
with it. Applying this operation to.both sides of th ._
equation we can add 4 to k + 4, and obtain the ordinary FO

The expansion into logons is, in general, a rather inconv



feess, as the elementary signals are not orthogonal. If only

roximate results are required, it may be permitted to neglect

Teffect of their interference. This becomes plausible if we

sider that an elementary signal has 76-8% of its energy

de the band Af or Af, and only 11- 6% on either side.

sproximately correct physical analysis could be carried out by

ans of a bank of resonators with resonance curves of proba-

ty shape. It can be shown that if the energy collected by a

onator tuned to f is taken as 100%, the resonators on the

t and left of it, tuned to f+ Af and f— Af, would collect

y 0-65% each. Roberts and Simmonds!-11, 1.12, 113 have

en consideration to the problem of redlizing circuits with

ponses of probability shape.

Though the overlapping of the elementary signals may be of
practical consequence, it raises a question of considerable
oretical interest. The principle of causality requires that any

ntity at an epoch ¢ can depend.only on data belonging to

hs earlier than . But we have seen that we could not

out the expansion into elementary signals exactly without
ing into consideration also the “‘overlap of the future.”” In

, strict causality exists only-in the ‘“time language’’; as soon

we use frequency as an additional reference the sort of un-

tainty occurs which in modern physics has often been called
“breakdown. ‘of causality.”” But rigorous time-analysis is

ssible only with ideal oscillographs, not with any real physical
ment; hence strict causality never applies in practice. A
mitation of this concept ought not to-cause difficulties to

trical engineers who are used to the Fourier integral, i.e. to an
htirely non-causal method of description.

(6) SIGNALS TRANSMITTED IN MINIMUM TIME

The elementary signals which have been discussed in the last
tion assure the best utilization of the information area in the
[Ense that they possess the smallest product of effective duration
@) cffective frequency width. It follows that, if we prescribe
effective width A f of a frequency channel, the signal trans-
i tted through it in’ minimum time will have an envelope

W) = exp — @mASR~ D> . . (1.32)
nd, apart from a cisoidal factor, a ‘Foutier transform
. _ wff — Y 2 _
(N = €Xp — -i'(—-AT— ... (L33)

ut the problem which most frequently arises in practice is
mewhat djfferent, Not the effective spectral width is 'pre-
nbed but the total width; i.e. a frequency band (f, — f;) is
iven, outside which the spectral amplitude must be zero. What
§ the signal shape which can be transmitted through this channel
1the shortest effective time; and what is its effective duration?
Mathematically the problem can be reduced to finding the
trum $(f) of a signal whlch makes

g dp |

df aF (1.34)

(2,,,)2 —zdf / ‘}S*‘f’df

minimum, with the condltlpn t_hat ¢( f) is zero outside the
ge f; —f. But this is equivalent to the condition that
) vanishes at the limits f; and f,. . Otherwise, if (f) had a
inite value at the limits but vanished outsxde the discontinuity
t the limits would make the numerator of equation *(1.34)
ergent. (This is the converse of the well-known fact that a
gnal with an abrupt break contains frequencies up to infinity,
vhich decay only hyperbohcally, not fast enough to make f2
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The problem is one of the calculus of variations, and is: .
in Appendix 9.4, where it is shown that the signals transiitted
in minimum time must be among the solutions of dnﬂ‘eren
equation -

d

arz.

where A is an undetermined constant. But the possible v 'l
of A are defined by the auxiliary condition that ¢b(£) mu
at the limits of the waveband * Hence all admlss1ble:s Tu 'bs-
are of the form : N

f—

) =sinkxw
| P e
where k is an integer.  We can call tlus the kth Charactq :
function of transmission through an ideal band-pass’ filter; Tt
effective durat!on is

+Ad=0

' = k ]
v= G a-3n
and its effective frequency width -
. 1
A =~RJ(E- ) 38)

Theshortest duration Ar belongé to k=1, ie. to thé funda-
mental characteristic function, which is illustrated in Fig. .1.11.

b~Transmussion

—~f

=

ae— 3] S

Fig. 1.11.—Spectrum of SIgna.l which can be transn-utted in minimum
time through an ideal band-pass filter, and the 51gnal itself. -

The product AtAf is also smallest for k = 1; 1ts value is 0-571.
Though this is not much more than the absolute mnumum, 0-5,
the transmission channel is poorly utilized, as the effective
frequency width is only 0-456 of (f, — fy). Practice has found
a way to overcome this difficulty by means of asymmetric,
vestigial or single-sideband transmission. In these methods the
spectrumi is ¢ut off at or near the centre more or less abruptly.
This produces a “splash,’” a spreadmg out of the signal in time,
but this effect is compensated in the reception, when the other
sideband is reconstituted and added to thé received sngnal
The advantages of a signal of sirie shape, as shown in Fig. 1.11;
have already been noticed, as it were, empirically by Wheeler
- and Loughrent in their thorough study of television images: As
in television the signals transmitted represent light intensities,
i.e. energies, our definitions must be applied here with a modi-
fication. FEither the square root of the light intensity must be
substituted for i, or the square root of the Fourier transform
- Problcms of this kind are known in mathematics and theoretical physics as
Sturm-Liouville “proper value’ problems. Cf. COURANT, R.; 3n I-IJLBH;'{ D.:
“Methodcn der mathematischen Physik,” Vol. 1 (Spnnger. Berlm 1931) or lnter-
scietice” (New York, 1943), p. 249, or any textbook on wave mi dnics.

Ref. No. 14. In comparing the above results with theirs it may be borne in
mJ:d that their « cul:-oﬂ‘ freq! y" is onc-half of 2 sideband, and one-quarter

of the total channel width,
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of the signal for é. The pracucal difference between these two
possible definitions becomes very small in minimum problems.
If we adopt the second, we obtain the same *“cosine-squared”
law for the optimum spectral distribution of energy which
Wheeler and Loughren have considered as the “most attractive
compromise.’

F1g 1.11 shows also the signal s(f) which is transmitted in
mifnimim ‘lime- by ‘a band-pass filter. It can be seen that it
differs in shape very little indeed from its spectrum. It may be
rioted that the fotal time interval in which the srgnal is appre-~
ciably different from zero is 2/(f, — £}).

It can be seen from Fig. 1.11, that the optimum signal uulrzes
the edges of the waveband—m smgle-srdeband televrslon, the
upper edge-—rather poorly But this is made even worse in
telévision” bﬂr the convention -of making. the’ electromagnetic
amplitudes proportional to the lrght infensities, so:that the
electromagnetic energy spectrum in the optimum case has the
shape. of a cos* curve. This means that the higher frequencies
will be easily drowned by atmospherics. Conditions can be
improved by ‘‘compression-expansion’ methods, in which, for

.example, the square root of the light intensity is transmitted,
and squared in the recelver

) DISCUSSION OF COMNIUNICATION PROBLE]\/IS BY
MEANS OF THE INFORMATION DIAGRAM
As the foregoing explanations might appear somewhat
abstract, it appears appropriaté to return to the information
diagram and to demonstrate its usefulness by means of a few
examples.
Let us take frequency modu]atron as a first example. Fig. 1.12

= . 51
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—
c::,
]

c:.:. 3'

—
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[— ]
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e s
] 1
= 0 %t
= .
)

o 1]l
[N

Fig. 1.12.—Three representatrons of frequency modulation.

contains three different illustrations of the same slowly modulated
carrier: the tirhe representation, thé spectrum and its pictute in
the information diagram. It can be seen that the third illus-
tration corresponds very closely to our familiar idea of a variable
frequency. “The only departure from the naive expectatron that
its pictorial representatlon would be an undulating curve is that
the ¢urve has to be thick and blurred. But it appears preferable
not to show the blurring, not only because it is difficult to draw,
but also because it might give rise to the idea that the picture
could be’ replﬁwd by a definite density distribution. Instead
we have represented it by logons of area one-half. The shape
of the rectangles, ie. the ratio At/Af, is entirely arbitrary and
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depends on the conventions of the analysis. If At is 1
equal to the damping time of, say, a bank of reeds, the pl” ;
gives an approxrmate description of the response of the i instryl
ment. It gives also a rough picture of our aural xmpressmn 5 i
a siren. How this rough picture can be perfected will be sh'
in. Part 2.

A second example is tune-dmsron multiplex telephon
problem which almost forces ori us the simultaneous ¢onsidep: %
tion of time and frequency. Bennett!!15 has discussed it yeplf
thoroughly by an irréproachable method, but, as is often” (&
case with results obtained by Fourier analysis, the physica
origin of the results remains somewhat obscure. An attemy
will now be made to give them a simple interpretation.

In time-division multiplex telephony, synchronized sthches N
both ends of a line connect the line in cyclic alternation ta
number N of channels. Let f, be: the switching- frequen il
i.e. the number of contacts made per second. What is thdf
optimum switching frequency if N conversations, each occupying
a frequency band w are to be transmitted without loss of informad
tion and without crosstalk—i.e. mutual interference betwéeilf
channels—and what is the total frequency-band requiremient W

The information diagram is shown in Fig. 1.13. The frof

K

hence it must be possible to halve the waveband once moré
reduce Wto the minimush requirement # = Nw. An ingenig

AHC‘W ¢ a
, _ g |
! ///////////////A 4a
' : E K
g, Vz7zzzzzzZZ | 0456, ¥
8 1.
- [YAT }
! 2 . 1
Fig. 1.13 —Informatron diagram of time-division multrplex—telephony a.
system.
quency band W is sub-divided in the time direction into rectangleﬂ . a.
of a duration 1ff,, i.e. f, rectangles per sec. If these are toff
transmit independent data they canpot transmit less than ong a
datum at a time. But ope datum, or logon, at a time is alsog ***
the optimum, as otherwise the receivers would have to dis-
criminate between two or more data in the short time of contact, § 1
and distribute them somehow over the long waiting time between a.
two contacts. Hence, if no information is to be lost, the number
of contacts per second must be equal to the data of N con-§
versations each of width w, i.e. f, = 2Nw. Thls is dso Bennett § :
result. ©
We now consider the condition of crosstalk This is the exacf
counterpart of the problem of minimium transmission time inal 4o
fixed-frequency channel, considered in the last Section, except§ oy
that time and frequency are interchanged. Thus we can say 2t} ch
once that the optimum signal form' will be the sine shape. of fo
Fig. 1.11, and the frequency requirement will be very nearly fr
The characterrstlc rectangle AtAf of this signal is shown in §-
every switching period, with the dimensions as obtained in the as
last Section. The total frequency band requirement becomés ar
W = 2f, = 4Nw. This can be at once halved by smgle-stdeband s
transmission, ie. transmitting only one-half of W. But evel g
this does not represent the limit of economy, as the s,gnal'l-" w
symrtietrical not only in frequency, but also in time. E tw
case of the example treated in the previous Section this W er
. 1o use, as the epoch of the signal was unknown. But in't Wi
division multiplex the epoch of each signal is accurately kn( 3 "



ough rather. comphcated method »f achlevmg this, by means
2 spemal filters associated with the receiving channels, has been
ribed by Bennett.1.15
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R -9 APPENDICES
%(9.1) Analysis in Terms of Other than Simple Periodic Functions

" The discussion in Section 1 suggests a question: Why are we
doing our analysis in termis of sine waves, and why do we limit
‘our communication channels by fixed frequencies? Why not
‘choose other orthogonal functions? In fact we could have taken,
for example, the orthogonalized Bessel functions

VOT )

.as the basis of expa.ns1on J,is a Bessel function of ﬁxed but
arbitrary order #; r, is the kth root of J (x)=0; k is the expan-
on index. These functions are orthogona] in the interval
0 < t < 7. The factors r./7 have the dimension of a frequency.
‘We could now think of limiting the transmission channel by
two “‘Bessel frequencies,” say p; and p,. Here the first differ-
ence arises. The number of spectral lines between these lLimits
1w1ll be the number of the roots of J,(x) = 0 between the limits
f47 and p,7.  But this number is not proportional to T.
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Hence a Bessel channel, or a channel based on any function
other than simple harmonic functlons, would not transmit the
same amount of information in equal time intervals, - -

In principle it would ‘be possible to-construct circuits whlch
transmitted without distortion any member of a selected set of
orthogonal functions. But only harmonic functions : satisfy
linear differential equations in which time does not figure

explicitly ; hence these are the only ones which can be trans- .

mitted by circuits -built up of constant elements. .Every other
system requires variable circuit components, and as there wilk
be a distinguished epoch of" time it will also requu'e some sort
of synchronization between transmitter and receiver. In com-
petition with fixed-waveband systems any such method will have
the disadvantage that wider wavebands will be required to avoid
interference with other transmissions. Though this disadvantage
—as in the case of frequency modulation—might be outweighed
by other advantages, investigation of such systems is outside the
scope of the present study, which is mainly devoted to the
prablem of waveband economy,

(9.2) Mechanical Generétion of Associated Signals, and the
Problem of Direct Production of Single Sidebands

In order to gain a more vivid picture of signals in quadrature-
than the mathematical explanations of Section 3 can convey,; it
may be useful to discuss a method of generating them mechan-
ically. It is obvious from equations (1.7) and (1.8) that, in order
to generate the signal ¢(?) associated with a given signal (), it
is necessary zo know not only the past but also the future. 'Though
formally the whole future is involved, the “relevant future’ in
transmission problems is usually only a fraction of a second.
This means that we can produce o(#) with sufficient accuracy if
we convert, say, 0-1sec of the future into the past; in other
words, if we delay the transmission of s(z) by about this interval.
Fig. 1.14 shows a device which might accomplish this.

s{t-7)

Photocell

Fig. 1. 14 —Device for mechamca.l generation of a signal in quadrature
with a given signal.

The light of a lamp, the intensity of which is modulated by

“the signal s(?), is thrown through a slit on a transparent rotating

drum, coated with phosphorescent powder. The drum therefore
carries a record of the signal with it, which decays slowly. After

turning through a certain angle the record passes a slit, and here -
the light is picked up by a photocell, which transmits s(?) with .

a delay corresponding to the angle.* On the inside of the drum

- two ‘hyperbolically-shiaped apertures are arranged at both sides

of the slit opposite to the first photocell. The light from the
two hyperbolic windows is collected by two photocells, which
are connected in opposition. By comparing this arrangement

* A somewhat similar devtce (for another purpose) has been descnbcd by Goldmark
and Hendricks {Ref. No. 1.10).
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with equation (1.7) it is easy to see that the difference of the two
photocell currents will be proportional to the function in quadra-
ture with s(?).

The complex signal has been discussed at some length as it
belps one to understand certain problems of communication
engineering. One of these is the problem of single-sideband
transmission. It is well known that it is not possible to produce
a single sideband directly.. The method employed is to produce

" both sidebands and to suppress one. Equation (1.7) explains
the reason.
of the future. The conventional modulation methods always
add and subtract frequencies simultaneously. With mechanisms
like the one shown in Fig. 1.14 it becomes possible to add or
subtract them. This means forming the following expression

A[Y(?) expjw ] = s(f) cos w t — o(?) sin wct

where w, is the angular carrier frequency. By substituting a
harmdmc oscillation for s(?) is is easy to verify that w, has been
added to every frequency present in the signal. Dlrect produc-
tion of single sidebands involves, therefore, the following opera-
tions: Modulate the signal with the carrier wave, and subtract
from the product the modulation product of the signal in
quadrature with the carrier wave in quadrature. It is not, of
course, suggested that this might become a practical method;
the interition was merely to throw some light on the root of a
well-known impossibility.

(9.3) The Schwarz Inequality and Elementary Signals
The inequality

(PP < 4 (b L0 )(jﬂ* ‘fi—‘ydf) (1.39)

is valid for any real or complex function ¥ which is continuous
and differentiable and vanishes at the integration limits. The
following is a modification of a proof given by H. Weyl.{

If a;, b, are two sets of n real or complex numbers, a theorem
due to H. A. Schwarz states that

lady + ...+ a b2 <(aa% + ...+ a"a’}‘,)
G000 S o b:) (1.40)
If @’s and b’s are all real numbers, this can be interpreted as

expressing the fact that the cosine of the angle of two vectors

with components @, . . . a,and b, . . . b, in an n-dimensional
Euclidian space is smaller than unity. This can be easily under-
stood, as in a Euclidian space of any number of dimensions a
two-dimensional plane can be made to pass through any two

_vectors issuing from the origin; hence the angle between them-

has the same significance as in plane geometry. Equation (1.40)
is a generalization of this for “Hermitian’’ space, in which the
components or co-ordinates of the vectors are themselves complex
numbers.

By a passage to the limit the sums in (1.40) may be replaced
by integrals, so that

Tab, - [f(r)g(r)dr

and similarly for the other two sums.
takes the place of the summation index.
now becomes

The real variable T now
The Schwarz inequality
|[fe drf2 <([ffrarfeg*dr) . . . (141)

This remains valid if we replace f'and g by their conjugates
[frerarit < ([ff*dr)([gg*dr) . (1.42)

“The Theory of Groups and Quantum Mechanics” (Methuen, 1931),

¥ Weyr, H.:
P 393. 3
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Direct single-sideband production involves knowledge -

. In Hermitian space the direction is not changed by 'multiplica'-

Adding (1.41) and (1.42) we obtain
2Jffrar)[eg*dr) > |[fedr]? + |[f*g*dr]?
> Uz + frg*dr)?
The second part of this inequality states the fact that the g
of the absolute squares of two conjugate complex numbers ;

never less than half the square of théir sums.
We now put

f=7¥ g=d3:_' . .o.q

Substitution in (1.43) gives

N : . 2 R -
AJSr*dnNfgg*dn) > U(\Fd-d‘f—' + ‘F'%Ii)”’*] 49

The right-hand side can be transformed by partial integration int

[ (e 4 oYt = [k ogrin = premwar 10

where it has been assumed that " vanishes at the integration
limits. Substituting this in (1.45) we obtain the inequality (1.39)..

In order to obtain the elementary signals we must investigate
when this inequality changes into an equality. From the
geometrical interpretation of Schwarz’s inequality (1.40), it can -
be concluded at once that the equality sign will obtain if, and
only if, the two vectors a, b have the same direction, i.e.

b, = Ca,

tion by a complex number, hence C need not be real.

This condition can be applied also to the inequality (1.39),
but with a difference. (1.39) will become an equation only if
both the conditions (1.41) and (1.42) become equalities; i.e. if
the following two equations are fulfilled

f=Cg and f* = C'g* 147

where C and C’ are real or complex constants. But these two

equations are compatible if, and only if,

C’' = C* (1.48) .
(o]
in which case the two equations (1.47) become identical. On ~ R sic
substituting £ and g from (1 44) they give the two equivalent me
equations - f tir
* e
e Cr¥ and v C*P* (1.49) t]I]),
dr T : :
From either of these we can eliminate ¥ or its conjugate 3™ and ' Cf
are led to the second-order differential equation M
s0;
(1 ) cerry (1.50) B

Multiplying both sides by (d'¥'/d7)/7, this becomes integrable and
gives i
2
(l Y _ comy? + const. (1.51)
T dr -

But the constant is zero, as at infinity both ¥ and d'¥/dr must,
vanish. " ‘We thus obtain the first-order equation

d¥yv
= + (CCHIY



the solutlon (apart froma constant factor)
¥ = exp + 3jCl72. (1.53)

pf the two signs we can retain only the negative one, as other-
Fise the signal would not vanish at infinity. Putting 3|C| = o2
¢ obtain the envelope of the elementary s1gnal The signal ¢
self results from this by multiplying by cis 27f(t — f) and is
‘WWiscussed in- Section 5.
3 i It will be useful to sketch briefly the difference between the
‘Jnalysis based on elementary signals and the method of wave
Prechanics. In the foregoing we have answered the question:
at functions ¥ make the product A fAt assume its smallest
possible value, i.e. ome-half? The question posed by wave
3 mechamcs is more general: What functions ¥ makes AfAf a
Fninimum, while fulfilling the condition of vanishing. at infinity?
“PThis is a problem of the calculus of variations, which leads,
“Minstead of to egn. (1.50), to a more general equation, called the
R‘wave equation of the harmonic oscillator™:
- 2T = 0
where A and « are real constants. This equation, which con-
tains (1.50) as a special case, has solutions which are finite every-
here and vanish at infinity only if

A=a(n+ 1)
here nis a positive integer. These “proper”’ or “characteristic’’
3 solutlons of the wave equation are (apart from a constant factor)

e— a2

dn
= g~ 1032 ®
IIJ'" e mtd»rll

JThey are known as orthogonal Hermite functions* and form
Jthe basis of wave mechanical analysis of the problem of the
linear oscillator. They share with the probability function—
hich.can be considered as the Hermite function of zero order—
e property that their Fourier transforms are of identical type.
e product A fAz for the nth Hermite function is

ArAf =3@n+ 1)

That is to say that the Hermite functions occupy in the informa-
on diagram areas of size 4, 3, § . . . Because of their ortho-
onality Hermite functions readily lend themselves to the expan-
on of arbitrary signals; hence their importance in wave
echanics. But they are less suitable for the analysis of con-
inuously emitted signals, as they presuppose a distinguished
poch of time £ =0, and they do not permit the sub-division of
e information area into non- overlapping elementary cells.}

* Also known as parabolical cylinder functlons and Weber-Hermite functions

€. WHITTAKER and WATSON: “Modern Analysis,” pp. 231, 347. They are discussed

ijm all textbooks on wave mechanics. Cf. also the study by BABer, T. D. H., and
IRSKY, L.: “Note of Certain lntegrals involving Hermite’s Polynomials,” Prilo-

phlcal Magazine (VII), 1944, 35, p. 532

1 The derivations in this Appendlx can be considerably shortened if use is made

“of the symbohc operator method of quantum mechanics. Cf. MaX BoRN: “Atomic
hysics” (Blackie, 1935), Appendix XXI, pp. 309-313.
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(9.4) Signals Transmitted in Mlmmum Time through -a Given
Frequency Channel .

"It will be convenient to use “frequency language,” ie. to
expr&ss the signal by its Fourier transform ¢(f). The problem
is to make the effective duration At of a signal a minimum,
with the condition - that d;(f) =0 outs1de an interval f; — f,.
Thus

dg* d
Ar= (277)2M J‘ i ad -3

must be a minimum, where
f2
= J¢*¢df
f

This is equivalent to making the numerator in (1.54) a mini-
mum with the auxiliary condition M, = constant, and this in
turn can be formulated by Lagrange’s method in the form

'8](‘14) @ Ag*g)df =0

i . (1_.55)

where A is an undetermined multiplier. The variation of the
ﬁrst term is '
dg* db
S o
dd)* dd) do* J‘ dop* d8<j> d<j> ddd*
_[( 7or df)‘” (df 7 T df_)df

~ [rsg + o [ (G554

But at the limits ¢ must vanish, as it is zero outside the interval
and must be continuous at the limit, as otherwise the integral
(1.54) would not converge. Hence we have here 8¢ = 8¢* = 0,
and the first term vanishes. The variation of she second term

in (1.55) is N
A($*d¢ + $3¢)df
The condition (1.55) thus gives
J‘ [ i A¢*)8¢ + (df2 + A¢)8¢*]df 0 (1.58)

and this can be 1dent1ca11y fulﬁlled for arbitrary variations 8¢
if, and only if, :

W84;*)¢1f (1.56)

.57

g +Ad=0 (1.59)

df?
This is the diﬂ'erontial equation which has to.be satisfied by the
signal transmitted in minimum time. Its solution is discussed
in Section 6.
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Part 2.

SUMMARY

The methods developed in Part 1 are applied to the analyms of
hearing sensations, in particular to experiments by Shower and Bid-
dulph, and by Biirck, Kotowski and Lichte on the discrimination of
frequency and time by the human ear. It is shown that experiments
of widely different character lead to-well-defined threshold “areas of
discrimination” in the information diagram. At the best, in the
interval 60-1 000 c/s the human ear can discriminate very nearly every
second datum of information; i.e. the ear is almost as perfect as any
instrument canbe which is not responsive to phase. Over the whole
auditory range the efficiency is much less than 50, as the discrimina-
tion falls off sharply at higher frequencies.

The threshold area of discrimination appears to be independent of
the duration of the signals between about 20 and 250 millisec. This
remarkably wide interval cannot be explained by any mechanism in
_ the inner ear, but may be explained by a new hypothetical effect in nerve
conduction, i.e. the mutual influence of adjacent nerve fibres.

(1) ANALYSIS OF HEARING

In relation to the ear, two rather distinct questions will have
to be answered. The first is: How many logons must be trans-
mitted per second for intelligible speech? The second is the
corresponding question for the reproduction of speech or music
which the ear cannot distinguish from the original.

A precise answer to the first question will not be attempted,
but some important data must be mentioned. Ordinarily it is
assumed that the full range between about 100 and 3000¢/s is
necessary for satlsfactory speech transmission.” But Dudley
Homer’s ingenious speech-analysing and ‘synthetizing machine,
the Vocoder,2! has achieved the transmission of mtelhg1b1e
speech by means of 11 channels of 25 cls each, 275c/s in all.
This means a condensation, or compression, ratio of about 10.

Another datum is an estimate by Kiipfmiiller* of the product
- of time-interval by frequency-width required for the transmission
of a single letter in telephony, and in the best system of telegraphy,
as-used in submarine cables. The ratio is about 40. This
suggests that the Vocoder has probably almost reached the
admissible limit of condensation.

The transmission which the ear would consider as indistin-
guishable from the original presents a more exactly defined and
intrinsically simpler problem, as none of the higher functions
of intelligence come into play which make distorted speech
intelligible. G. W. Stewart in 1931 was the first to ask whether
the limit of aural sensation is not given by an uncertainty
rélation, which he wrote in the form AfAf = 1, without, how-

ever, defining As and Af precisely. He found the experimental .

material insufficient to decide the question, though he concluded
that there .was some evidence of agreement. New experi-
mental results, which have become available since Stewart’s note,
and a more precise formulation of the question, will allow us
to give a more definite answer. -

In Section 5 of Part 1, methods were described for the expan-
sion of an arbitrary s1gnal into elementary signals, allocated to
cells of a lattice. Fig. 2.1 is an example of a somewhat different
method of analysis, in which the elementary areas have fixed
shape but no fixed position, and are shifted so as to give a
good representation with a minimum number of elementary
signals. We now go a step further, and adjust not only the
posmon but also the shape of the elementary areas to the signal,

" in such a way that it will be approximately represented by a
minimum number of logons. This may be called “black-and-
white”’ representatnon, and it is suggested that—within certain
limits—it is rather close to our subjective interpretation of aural

* Quoted by Liutschen, Reference 1.6.
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' THE ANALYSIS OF HEARING

. general, the ear tends to simplify its sensations in a similar way

s(e) 4

L]

‘fo—’f

Flg 2.1 —Sme wave of finite length

(a) Response of a bank of resonators.
(b) Approximate respon.se of the ear.

sensations, Fig. 2.1 illustrates this. If a sine wave of finite
duratlon strikes a series of resonators, say a bank of reeds, with
a time-constant which is a fraction of the duration, their response
will be approxnmately as shown by (a). But, as the ear hardly
hears the two noises or “clicks’’ at the beginning and end of
the tone, its sensations can bé better described by Fig. 2.1(b).
We shall find later moré evidence for what may be called the
““adjustable time-constant” of the -ear. It appears that, in

to the eye, and the analogy becomes very evident in the two-
dimensional representation.

It will be shown below that there is good evidence for what
may be called a “threshold information sensitivity’” of the ear,
i.e. a certain minimum area in the information diagram, which
must be excseded if the ear is to appreciate more than one
datam. The usefulness of this concept depends on how far this
threshold value will be independent of the shape of the area.
We must therefore test it by analysing experiments with tone
signals of different duration,

It has been known for a long time (Mach, 1871) that a very
short sinusoidal oscillation will be perceived as a.noise, but
beyond a certain minimum duration as a tone of ascertainable
pitch. The most recent and most accurate experiments on this
subject have been carried out by Biirck, Kotowski and
Lichte.22.23 They found that both at 500 and 1000 c/s the
minimum duration after which the pitch could be correctly
ascertained was about 10 millisec for the best observers. In a
second series of experiments they doubled the intensity of the
tone after a certain time, and measured the minimum duration
necessary for hearing the step. For shorter intervals the stepped
tone could not be distinguished from one which started with
double intensity.

These two series of tests enable us to estimate the threshold
area for very short durations. Fig. 2.2 explains the method for
a frequency of 500 cfs. After 10 millisec the signal was just
recognizable as a tone. But unless it lasted for at least
21 millisec, the ear was not ready to register a second datum,
independent of and distinguishable from the first. We cop-
clude, therefore, that the threshold area is determined by the
frequency width of the first signal and the duration of ?he
second. It is not necessary to approximate the chopped sine:
waves by clementary signals; as the ratio of the durations wo' ‘
remain the same. This was 2-1 for 500 ¢fs, and 3-0 for 1 000 cls' .
We conclude that in these regions it takes 2-1 and 3 elementary;
areas respectively to convey more than one datum to the ear
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Fig. 2.2:—~Experiments of Biirck, Kotowski and Lichte.

' Let us now consider another series of tests, the experiments
f Shower and Biddulph on the pitch sensitivity of the ear24.
2 these tests the frequency of a note was varied almost sinu-
lsidally between d lower and an upper limit. The actual law
if variation was not exactly sinusoidal, as the top-of the wave
was flattened and rather difficult to analyse in an exact manner.
¥n the following approximate analysis we will replace it by
linusoidal frequency modulation with a total swing 6 f, equal
ko the maximum swing in the experiments. By this we are likely
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It is well known!S that the spectrum of a frequency-modu.
lated wave with mean frequency f;, total swing - f* and modula-
tion frequency f;; can be expressed by the following series

S5f '

is (2afyt + ~L sin2 )
cis ( Tfyt 7 sin 2af, ¢

— .an(5 fI2f,) cis 2mfy + mf, )t (2.1)
J, is the Bessel functwn of nth order, The amplitudes of the
q1de lines, spaced by the repetition frequency, are therefore pro-
portional to J (8f/2f,). . Their absolute values are shown at
the bottom of Fig. 2.3 for four tests of Shower and Biddulph.
On the other hand, the absolute amplitudes of the side lines in
the spectrum of the two alternating sequences of elementary
signals are given by the following formulae

2 cosh
- - 2

f, = exp (f) f¥ sinh (ﬂ) f"'f"
The upper formula is valid for even, the lower for odd, orders n.
With the help of equations (2.1) and (2.2) the available constants
« and f, have been fitted so as to represent exactly the ratio of
the first two side lines to the central one. The result is shown
in Fig. 2.3, in which the elementary signals are represented by
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fo commit an error in the sense of overrating the ear sensitivity,
but this will give us a safe basis for estimating the chances of
deceiving the ear. The modulation frequency in Shower and
Biddulph’s experiments was 2 ¢fs, and the sensation level was
kept constant at 40 db above the threshold of audibility. Their
Jesults for the minimum variation & f at which the trill could
‘g}ust be distinguished from a steady tone are as follows:—

125 250 4 000°

Sflfy N

/500, 1000 2000 8000 cfs

227 31 29 25 30 46 90 295 ¢fs

3It will be seen that 8 f remains almost constant up to 1 000 ¢/s;
’from about 1000 cfs it is the ratio & flf;, which is nearly constant,
,' We now replace the signals used in these experiments by two
perlodlc sequences of eclementary signals with frequencies
/6 =+ 1f,, staggered in relation to one another, so that pulses with
:higher and lower frequency alternate at intervals of 0-25 sec.
;In order to approximate the actual signal as well as possible,
. we must use the available constants f, and « (the “sharpness”
i of the elementary signals) so as to produce nearly the same
spectrum .

Fig. 2.3.—Experiments of Shower and Biddulph.
The frequency-modulated signals are replaced by two alternating series of elementary signals which produce very nearly the same spectrum,

their rectangles of area one-half. The agreement of the spectra
even for higher orders # is very good up to 2 000 c/s, but less satis-
factory at 4000 and 8 000c/s. But it would be useless to try
better approximations, for example by adding one or two further
sequences of elementary signals. More accurate information
could be obtained only from experiments based on elementary
signals. It may be hoped that such tests will be undertaken,
especially as Roberts and Simmonds have suggested easy methods
for producing such signals.

For a first orientation the results derived from the tests of
Shower and Biddulph appear quite satisfactory. It can be seen
from Fig. 2.3 how rectanpgles can be constructed in the informa-
tion diagram which mark the limit at which the ear can just
begin to appreciate a-second datum. In this case the meaning
of the threshold is that the trill can just be distinguished from
a steady tong. Measured in units of elementary areas of one-
half, their values are as follows:— :

Frequency .. .. 62:5-1000 2000 4000 8000 cfs
(Threshold area)/0-5 2:34 2:88 392 69

The reciprocals of these figures can be considered as per-
formance figures of the ear as compared with an ideal instrument.
In fact, the performance figure of an ideal instrument would be
unity, as it would begin to appreciate a second datum as soon
as the minimum information area of one-half was exceeded by
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‘an amount, however small. The performance figure derived
from the experiments of Shower and Biddulph between 62 and
8 000 c/s is shown in Fig. 2.4. The diagram also contains two

/3
5

40 ) [ Ny
30 >

L

20 : o S

10

0 2 3 4, 5 6 7

Fig. 2.4.—Performance figure of the ear.
B.K.L.—Biirck, Kotowski and Lichte. - 8. and B.—Shower and Biddulph.

ke

points derived from the experiments of Biirck, Kotowski and
Lichte, which fit in as well as can be expected. Itis very remark-
able that up to about 1000 c/s the performance figure is almost
50%, which is the ideal for an instrument like the ear which
cannot distinguish the phase of oscillations, i.e. rejects one-half
of the data. At higher frequencies, however, the efficiency is
much less.
The good fit of the figures obtained from the experiments of
~ Biirck, Kotowski and Lichte, which were carried out with dura-
tions of 10-20 millisec, with those of Shower and Biddulph, in
which the threshold area measured 250 millisec in the time direc-
tion, indicates two facts. One is that, at least up to about
1 000 c/s, and for durations at least in the limits 20-250 millisec,
" the threshold information area is a characteristic of the ear.
Evidently the performance figure must go to zero both for
extremely short and for extremely long elementary signals, but
within these wide and very important limits it appears to have
an almost constant value.
The other fact which arises from the first is that the ear appears
to have a time-constant adjustable at least between 20 and 250
millisec, and that the ear adjusts it to the content of the informa-
tion which it receives. But there can be little doubt that, what-
ever resonators there are in the ear, they are very strongly
damped, and that their decay time-is of the order of 20 millisec
or rather less. This is borne out by the experiments of Wegel
and Lane on the amplitudes of the oscillations of the basilar
membrane in the inner ear.* A pure tone excites such a broad
region to oscillations that R. S. Hunt,27 who has recently made
a thorough investigation of Wegel and Lane’s data, infers from
them a decay by 1 bel in only 2 cycles, i.e. in only 2 millisec
at 1000 c/s! Though this estimate might be too low, there can
be no doubt that the decay time of the ear resonators cannot
substantially exceed 10 millisec, and it is impossible to imagine
that they would keep on vibrating for as much as a quarter of
a second. Hence, even if the duration of a pure tone is con-
siderably prolonged beyond the 10 millisec approximately
required for pitch perception, the ear resonators will stil} display
the same broad distribution of amplitude. This is illustrated
in Fig. 2.5. In order to explain the high pitch sensitivity of the
ear, as shown, for example, by the experiments of Shower and
Biddulph, it is therefore necessary to assume a second mechanism
which locates the centre of the resonance region with a precision
increasing with the duration of -the stimulus. Its effect is indi-
cated in Fig. 2.5. The second mechanism acis as if there were

* Reference 2.6. Also HARVEY FLETCHER: “Speech and Hearing” (Macmillan,
1929), p. 184. )
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Fig. 2.5.—The two mechanisms of pitch determination,

a second resonance curve, of a non-mechanical nature, whfc‘ihi

after about 10 millisec detaches itself from the mechanicj)
resonance curve and continues to contract until, after abg
250 millisec, it covers only a few cycles per second.

Both mechanisms are essential for our hearing. 'The ﬁrs’t bl,y

itself would probably enable us to understand speech, but onjy
the second makes it possible to appreciate music. .One rmght
be tempted to locate this second function in the brain, bit
mechanisms of nerve conduction can be imagined which might
achieve the same effect. Perhaps the simplest assumption jg
that the conduction of stimuli in adjacent nerve fibres is to some
extent unstable, so that in an -adjacent pair the more strongly
stimulated fibre will gradually suppress the conduction in lts
less excited neighbour. The available evidence would not
justify the suggestion that this is the actual mechanism; the
intention is only to show that what manifests itself as-the
“adjustable time-constant” of the ear is not necessarily ia
consequence of some higher function of intelligence. :
In the light of these results we can now approach the question
of a condensed transmission which entirely deceives the—ea}r.
The performance figure as shown in Fig. 2.4 appears to indicate
that considerable. economy might be possible, especially in the
range of higher frequencies. This is brought into evidence even
more clearly in Fig. 2.6, which contains the integrals over fre-

&
%
NS
£t -oemm
- ; my Blchs

Fig. 2.6.—Utilization of information area.

" quency of the performance figures for the ear and for an ideal

instrument. Between zero and 8000c/s, for instance, the
maximum number of data which the ear can appreciate is Oﬂlya
about one-quarter of the data which can be transmitted in a
band of 8 000c/s. Tt is even-‘likely that further investigations’

might substantially reduce this figure. ¥ may be remembered:
that the experiments on which Fig. 2.6 is based have all beex:

carried out with sharp or rather angular waveforms; it is no

ut



A ely that the threshold was essentially determined by logons
tside the area considered in our analysis. But it'must also be
Imembered that the *“‘adjustable time-constant’ makes it very
ificult to deceive the ear entirely. Tt will be shown in Part 3
hat methods. are possible which could deceive any non-ideal
fstrument with fixed time-constant. But the ear has the re-
jarkable property that it can submit the material presented to
€ not only to one test, but, as it were, to several. Ultimately
fmly direct tests can decide whether any such scheme will work
isfactorily.

B
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SUMMARY

It is suggested that it may be possible to transmit speech and music
n much narrower wavebands than was hitherto thought necessary,
pot by clipping the ends of the waveband, but by condensing the
nformation. Two possibilities of more economical transmission are
iscussed. . Both have in common that the original waveband is
compressed in transmission and re-expanded to the original width in
reception. In the first or ‘“kinematical” method a temporary or
permanent record is scanned by moving slits or their equivalents,
hich replace one another in continuous succession before a “window.”
IMathematical analysis is simplest if the transmission of the window
s graded according to a probability function. A simple harmonic
goscillation is reproduced as a group of spectral lines with frequencies
which have an approximately constant ratio to the original fr_equency.
'The average departure from the law of proportional conversion is in

the window. Experiments carried out with simple apparatus indicate
that speech can be compressed into a frequency band of 800 or even
00 cfs without losing much of its intelligibility. There are various
ossibilities for utilizing frequency compression in telephony by means
pof the “kinematical” method.

¢ In a second method the compression and expansion are carried out
-electrically, without mechanical motion. This method consists essen-
ially in using non-sinusoidal carriers, such as repeated probability
ulses, and local oscillators producing waves of the same type. It is
hown that one variety of the electrical method is mathematically
equivalent to the kinematical method of frequency conversion.

o= o e

(1) INTRODUCTION
High-fidelity reproduction of speech or music by current
methods requires a waveband of about 8 000c/s. It has been
hown in Part 1 that this band-width is sufficient for the trans-
mission of 16000 exact and independent numerical data per
second. This high figure naturally suggests the question whether
‘ all of this is really needed for the human ear to create an
1 4 illusion of perfection. In Part 2 it was shown that, even in
3 g the frequency range in which it is most sensitive, the human ear
4 can appreciate only one datum in two at the best, and not more
E B than one in four as an average over the whole a.f._range. More-
over, it must-be-taken.into. consideration that, in-the experiments

| | Wthh gave these limits of aural dlscnmmatlon,»attentlon was .

! fixed on a very simple phenomenon. It appears highly probable
. that for complex sound patterns the discriminating power of the
. ear is very much less. This evidence suggests that methods of
'transmlttmg and reproducing sound may be found which are
much more economical than those used at present, in which the
original signal shape is carefully conserved through all the links
&A1 of transmission or reproduction. In an economical method
the information content must be condensed to a minimum before
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“Audibility

Part” 3. -FREQUENCY EOGMPRESSION - AND - EXPANSION

transmission or before recording, and the reconstruction need
not take place before some stage in the receiver or reproducer.
There is no need for the signal to be intélligible at any inter-
mediate stage. Economical methods must therefore comprise
some stage of ‘‘condensing’’ or ‘“‘coding’’ and some stage of
“expanding’’ or ‘“‘decoding.”

Dudley Homer’s ingenious Vocoder,3! which transmits in-
telligible speech through 11 channels of only 25c/s each, is a
well-known example of such a system. It operates with a
method of spectral analysis and synthesis. The spectrum of
speech is roughly analysed into 10 bands of 250 c/s each, and
the aggregate intensity in each band is transmitted through a
The transmitted intensity is used
for modulating a buzzer at the receiving end, which roughly
reproduces the original spectrum. The eleventh channel is used
for transmitting the “pitch,”” which is, broadly speaking, the
frequency of the vocal cords. The Vocoder in its present form

:;has probably very nearly reached the limit of tolerable com-

pression.

In this Part new methods will be discussed in which the coding
of the message consists essentially in compression, i.e. in a pro-
portional reduction of the original frequencies, and the decoding
in expansion to the original range. It is evident that neither
compression nor expansion can be exact if economy is to be
effected. 1If, for instance, all frequencies were exactly halved,
this would mean that it would take twice the time for trans-
mitting the same message and there would be no saving. Com-
pression and expansion—in general, ‘‘conversion”—of fre-
quencies must be rather understood in an approximate sense.
There will be unavoidable departures from the simple linear
law, and hence there will be some unavoidable distortion. But
it appears that these can be kept within tolerable limits while
still effecting appreciable waveband economy.

Two compression-expansion systems will be described. The
first, which operates with mechanically moving parts, will be
called the “kinematical’” method,* while the second does not
require mechanical motion and will be called the “electrical’
method. So far, experiments have been' carried out only with
the kinematical method, and for this reason it will occupy most
of this Part.

(2) THE KINEMATICAL METHOD OF FREQUENCY
CONVERSION
It will be convenient to explain this method by means of a
particular example before generalizing the underlying principle.
Assume that the message to be condensed or expanded is recorded
* British Patent Application No. 24624/44."
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as a sound track .on a film. For simplicity, assume that the
original signal js a simple harmonijc oscillation, that is to say a
frequency f;—to be called the “original frequency”—is produced
'if the record moves with standard. speed » past a stationary slit.
Imagine now that the slit itself is moving with some speed u, s0

that its speed relative to the film is » — . The photocell behind
the film now collects fluctuations of light of frequency .
A= 0L 6D

This means that all frequencies in the record are converted in a
constant ratio (v — u)fv. There is evidently no gain, as it would
take the moving slit »/(v— u) times longer to’ explofe a certain
length of the film than if it were stationary.” But let us now
imagine that the film moves across a fixed window, so. that the
moving slit is effective only during the time in which it traverses
the window. 1In order to. get a continuous record let a.second
slit appear at or before the instant at which the first slit movés
out of the window, after which a third slit would appear, and
so on. ~ The device is still not practicable, as evidently every slit
‘would produce a loud crack at the instant at which it ap-
peared before the window and when it left it. But now
assume that the window has continuously graded transmission,
full in the middle and fading out at both sides to . total
opacity. In this arrangement the slits are faded in and out
‘gradually, so that abrupt cracks can be avoided. This is the
prototype of a kinematical frequency convertor, schematically
illustrated in Fig. 3.1, which will be investigated below. Though

Fig. 3.1.—Frequency convertor -wiih sound film.

the nomenclature will be taken from this special example, the
mathematical theory can be transferred bodily to any other
realization of the same principle..

In Fig. 3.1 the film is supposed to move in close contact with
the slotted drum, but at different speed. . A photocell collects
the sum of the light transmitted by the individual slits and by
the window. To obtain its response we must first write down
the contribution of one slit and sum over the slits, . All slits
will be assumed to have negligible width. For simplicity let
us measure all distances x from the middle of the window and
all times ¢ from the instant in which a slit, to be called .the
‘‘zero”-th slit, passes through x = 0. The other slits will be
distinguished by suffixes k, which increase in the direction in
which the film is moving. Their position at the time ¢ will be
called x,. The nomenclature is explained in Fig: 3.2.

Let » be the speed of the film, while the velocity of the slits
will be called P :

' u=(1~«p (3.2)

The reason for this notation is that eqn. (3.1) now simplifies to
1= xfy, i.e. k has the meaning of a frequency-conversion ratio,
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Fig. 3.2.—Explanation of notations.

If the spa.cing‘ of two slits 1s s-the position of the kth slit at
time ¢ is given by ' :

= (L= ot + ks i (33)

. The record will be characterized by the signal s,(r) which it
would produce if it were scanned .in the ordinary way by a
stationary slit in the position x = 0. Hence, if the window
were fully transparent, the signal due to the kth slit at time ¢

would be : - o . '
5,(t— x[v) = 8,(ct — ksfv)

RS R
The total reproduced signal, i.e. the light sum collected by the §
photocell,. is obtained from this- by multiplying by the trans- |
mission coefficient P(x) of the window and summing over k. ' YFig.
In all the following calculations we will assume that this § -
transmission follows a probability law. This law has unique | .
properties in Fourier analysis and will immensely simplify our tran
investigations. Other laws which appear equally simple a priori, | }1p u
and which may have even some practical advantages—such 4as ; reqr
triangular or trapezoidal windows—Ilead to expressions which | pltlh.re
are too complicated for anything but numerical discussion. § o :
Hence we assume ' - )
. s . : 4 conv
_ P(x) =exp — (x/NsP> . + B3 Fbe ¢
N is a number, to be called the “slit number,’”” which charac- } intro
terizes the reproduction process. It is the number of slits in } the 1
the length over which the transmission of the window falls from
unity to 1fe. The total length of the window in which the §
transmission exceeds 1% is 4-3Ns. Thus we can say broadly § W
that the total number of slits simultaneously before the window § of th
is 4-3N. . ‘ .
The reproduced signal, i.e. the total light collected by the §S(f)
photocell, at time ¢, is : ' ' '
00 4
s() = Zk exp — (x, /NP5, (¢ — x}v) ¢e § T
= ‘ . §5eco
This, in combination with eqn. 3.3, is a complete description
of the operation of the frequency convertor. - It will now bc is th
illustrated in the special case in which s, is 2 simple harmoni¢ § leng:
oscillation . vectc
5,(0) = e2nifat = cis 27 fyt BD Yiss
The complex form will be uséd, with the understanding that ﬂ}3
real part constitutes the physical signal. Simple harmonic
‘oscillations are suitable for the analysis, as their spectrum Wlll ,Ph)."‘
consist of a few lines. But it may be mentioned that analysis. whic
in terms of the elementary signals discussed in Part 1 (harmoz oy
oscillations with probability enivelope) can be carried out almost Re\{eg
-WATS

equally simply, as the reproduction of an elementary Sigl_fa.1



nsists also in the sum of a few elémentary signals:. Tlns
carried out in Appendix 7.1, but in the text: only. the‘more
amiliar method of Fourier analysm will be employed

3 Sugstltutmg the signal (3.7)in eqn. (3.6) and usmg eqn. (3 3),
e obtain

)= ) kexp — [(1 — wwt + ks/(Ns)2 cis qujz,(rct — ksjv)
.. (38

4 e meaning of this somewhat complicated expression is ex-
i i)]ained in Fig. 3.3. Each slit, as it passes before the window,

-0

Best repmductlon Worst reproduction

Fig. 3. 3.—The contributions of individual slits and the resulting hght
: © output.

" tran<“orms the sine wave into an elementary signal. By adding
‘up thie contributions of the individual slits we obtain for some

o IR €]

pure tone but of different frequency froin-the original. For
-other frequencies we obtain strong beats.

A more convenient and complete description of the frequency
conversxon process is obtained by Fourier analysis. It will now
‘be convenient to measure distances in time intervals, and to
ntroduce, instead of the slit spacing s, the time interval 7 between

the passage of two consecutive slits before a fixed point

EI - M7 Bl

v _.

- (3.9

13 W1th this notation the Fourier transform, i.e. the spectrum
1 ? of the signal s(t), becomes, by known rules,*

i (f )=+ (ﬂ)Nr exp — (ﬂNT)ch — xfo)ZZk cis 2akr(f - fy)

T= s/~ k)

<« O s

w

bt}

- This expression a]lows of a slmple interpretation. The
4! second factor

pY cis 2akr(f — fy)

QW o

4! length, with an angle of 2a7(f — f,) between two consecutive
, This series, though not convergent, is summable,t and
% its sum is zero for all values of f. except those for which

(f = fo)-—anmteger N A )

: ';_Phys1ca11y this means that the spectrum consists of sharp lines
.which differ from one another. by multiples of 1/r. In other

- * The calculation is carried out in Appendix 7.1. The rules for Fourier transforms
‘may be found in Reference 3.2,-and, pa.mcularly for signals of ‘the type (3.8), in
:References 3.3 and 3.4.

t Summation is to be under: od in thc sense of Cesém Cf. WHITTAKER-

WA‘ISON "Modern Analysis,” 1935, p.155.- R

o
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3 f;'fl'equencies a very nearly faithful reproduction, i.e. an almost.

. (3.10a)
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words the spectrum consists. of a]l comb tion notes of the
original frequency f;, with the repetx

The absolute sharpness of the spectr
of the assumption that the slits pass before, the 'wmdow at
mathematically exact equal intervals. In each spectral. line S(f)
is a “delta function,” i.e. a sharp peak of infinite height but
finite area. But as in what follows we shall always have to deal
with line spectra, it is more convenient to re-interpret S(f) asa
function which is zero except at certain discrete values of f,
where it assumes finite values, proportional to the amplitude
of the spectral lines. In the same sense, we write the second
factor of eqn. (3.10q) somewhat more simply as

3 cis 2mkT(f — fo) = T — fo — ki7)

(3.12)

and interpret this as a “selecting factor’ which has zero value

everywhere except for those values of f which fulﬁl condition

'-l|L'|||||ll

321 0 1 2 3 4

Fig. 3.4.—The sclection factor.

(3.11), where it assumes the value unity (see F1g 34) Thus
we write eqn. (3. 10)

S(f) = exp — (NS — Kfo)ZZS(f So— ki)

The first factor is mdependent of the summation index k& and
represents an attenuation function of probability shape, which
bas its maximum at . . '

f=xfy

ie. at frequencies which have been converted in the correct
ratio x. The sharpness of this attenuation curve ‘is reciprocal
to the sharpneSs of the transmission curve of the window,
measured in units of time. Thus, if the window were infinitely
broad we should obtain exact conversion of all frequenc:es
But this would have the disadvantage that short signals occurring
at some definjte time would be reproduced at completely in-
definite times (with an infinite number of: repetitions). Con-
versely, if the window were infinitely short thé attenuation
would be zero and the frequencies scattered evenly over all
possible values defined by eqn. (3.11). Thus we mieet again the
fundamental uncertainty relation between frequency and time
(or rather, “epoch’’) which was discussed in some detail in
Part 1.. It follows immediately from previously -obtained resuits
that the probability window is ideal in the sense that it produces
the smallest possible product of the linked uncertainties of
frequency and epoch as defined in Part 1.* Nevertheless the
probability window is not necessarily the best from a practical
point of view. Some possible improvements will be discussed
later.

Equatlon a. lOa) or (3.105) allows also a simple graphical
interpretation, which is explained in Fig. 3.5 in a numerical
example. The original frequency f; is the ordinate; the repro-
duced frequencies f are the abscissae. Both are conveniently
measured in units 1/7; i.e. as multiples of the repetition fre-
quency. Ali points (f; f;) which satisfy condition (3.11) lie on.
lines at 45° to the two axes, and intersect the horlzontal axis at
mtegral values of fr. The attenuation curve

exp — (wNDA f — k f)?

need be drawn only once, though in the Figure it has been done
twice in order to give a clear visual impression of the way in

* In Part.1 uncertainties were defined, apart from a constant factor, as the r.m.s,
deviations fron the average value. )

(3.10b)
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Fig. 3.5.—Diagram of frequency éompression.
N=%} k=%

which the amplitude is distributed over the (f; fy) plane. The
spectral lines are given by the height of the attenuation curve
above the points in which a line f = constant crosses the lines
(f — fo)T = integer, as shown in an example.

This Figure shows the action of the frequency convertor at
one glance. The correctly converted frequency f = « f, appears
in the reproduction only where a line (f — f,)T = an integer inter-
sects the line f= xf;. This condition is.always fulfilled for
Jo =0, and for all frequencies which are nlxultiples of

F=1/T1 — &)

This may be called the length of the *“‘cycle of reproduction”, as
the quality of reproduction varies cyclically with this period.
If f; is an integral multiple of F the reproduction can be made
almost perfect, as the side lines can be almost entirely suppressed
if the slit number N is made sufficiently large. As can be seen
in Fig. 3.6, N = 1 is sufficient to achieve this. But this improve-

S S

fr
'/)// b
T

Fr-l'#
0 7f 2 /BfT. 4

Fig. 3.6.—Diagram otl' frequency expansion.
=1l6=2

(aN]

ment in the reproduction of certain tones is made at the cost
of others. If N is large, not only the side lines but almost all
amplitudes near the middle of a cycle of reproduction will be
suppressed, i.e. certain notes will be missing. Tt is evident that
a compromise must be struck between the purity of reproduction
at the ends and at the middle of every cycle length F.

The effect of the slit number N on the quality of the repro-
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(3.13)

could begin to separate the contribution of the two or mOl’e'
slits which are s1multaneously before the window. For spwc '
the optimum of 7 is probably about 100 millisec; for music -

- pro
fF 10 - bea
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Fig. 3.7.—Influence of slit number on quality of reproduction. . 3‘;
k=2 . f rec
__duction is shown in Fig. 3.7. Three cases are illustrated, all ‘lu,:
for an expansion ratio « = 2, and for N = 0-25, 0-5 and 1. J 2>
Tt may be recalled that the average number of slits before that § twe
part of the window in which the transmission exceeds 1% is not
4-3N. 1In each case a full cycle of reproduction is shown, wnth - pal
ten equally-spaced original frequencies. tag

At the left, N = 0-25, the Figure shows the eﬁ'ect of too § *©°
small slit numbers. The reproduction is very ‘‘noisy,”’ no fre-
quency being reproduced as an approximately pure tone. There
is little difference between the spectra of frequencies near the
middle or ends of the cycle; they are all of uniformly poor
quality.

At the right, N = 1, the Figure shows the effect of a too large
number of slits (cf. Fig. 3.6). The frequencies at the ends of
the cycle are reproduced nearly ideally, as practically pure tones, %
but the frequencies in the middle of the cycle are almost entirely Fig
missing in the reproduction. )

The best compromise appears to be N = 0-5, shown iu the sh.
middle of the Figure. The end frequencies are still reproduced as pa
almost pure tones, and the intensity falls off little towards the in
middle of the cycle. (The intensity is obtained by squaring the § wi
amplitudes shown in the Figure and finding their sum. 1t falls, th.
in the middle of the cycle, to 0-56 of the maximum.) The spectra bi
of the intermediate tones consists mostly of only two lines; ie. '
these will be vibrating tones, vibrating with a beat frequency of G
1/7. The beats are strongest in the middle, where the two
spectral components have equal amplitudes.

It might appear at first sight that, by reducing the beat fre- cc
quency below any limit, the reproduction could be made perfect in
to any desired degree. But there are limits to the increase of 7. aj
As N is fixed more or less at 0:4-0-5, 7 can be increased only qQ
by making the window longer. The length of the window may
be now defined as the length of time 7 in which a point of the S
film passes through the part of the window in which the trans-
mission exceeds 19,. This is

T = 4-3Nsjv = 4-3N1(1 — x) 3.19
Hence, for the optimum, N = 0-5 ;{
T = 0-47TJ(1 — K) ‘;;

If the time 7 is too long, the time resolution in the repro-
duction will be poor. 'Determining the best compronuse between fe
time resolution and frequency reproduction is a matter for
experiment. On general grounds one would expect that the
window length 7 must be kept below the limit at which the 631' N



robably about 250 millisec.* With « = 2 this would make the
beat frequency 21 cfs for speech, and about 8 ¢/s for music.

¢ It may be noted by comparing eqns. (3.13) 'and (3.14) that a
gimple reciprocity relation obtains between the cycle length F
'nd the window length 7, of the form

FT=4-3N (3.15)

4 Wlth optimum choice of N the value of this is about 2, Thus
gifor a window length of 100 millisec the optimally-reproduced
| | frequenmes are spaced by about 20 ¢fs; for 7= 250 millisec by
g about 8c/s. In the reproduction the spacing will be « times
§ more. :

The theory so far discussed was based on the assumption of
a probability window, which not only has the advantage of
- mathematical simplicity, but also gives the most advantageous
. reciprocity relation between time resolution and frequency reso-
: _‘lutlon But the optimum number N was found to be only
, " about 0-5, which means that there are on the average only about
g wwo slits before the window. This might produce a slight but
§ noticeable noise in the optimally-reproduced frequencies, in
4 particular for f = 0 (background). Hence it may be advan-
4§ tageous to depart somewhat from the probability shape in ‘order
g to suppress the noise. Fig. 3.8 shows window transmission

4§ Fig. 3.8.—Window shapes with zero noise for two and three slits.

shapes for two and three slits which produce no noise when
4 passing before an even background, as the light sum is constant
g in any position. Though the mathematical theory of such
& windows is very much more complicated, it is not to be expected
¥ that they would produce essentially different results from proba-
J Dbility windows of comparable effective width.

(3) DISTORTIONS RESULTING FROM THE COMPRESSION-
- EXPANSION CYCLE ) )

A full cycle of condensed- transmission of the kind discussed
consists in compression by a factor « < 1, followed by expansion
in the ratio 1/x. In general, if two conversion processes are
applied in succession to a simple harmonic oscillation of fre-
quency fp, the resulting spectrum is given by

S(f) = ZkZm exp — {(mNr LSl — sep) + ki P

+ (aNgm P f — kol fy + ki 2}
8(f — fo— kimy — ml7) (3.16)

The derivation is given in Appendix 7.2. All data N, 7, « of the
first conversion have been given a suffix 1, those of the second
conversion the suffix 2. - k and m are summation indexes which
run .over all integral values,

The second factor is again a selection operator, which is zero
for all values of f with the exception of those where

f=fo + kiTy + mir, (.17
This means that only those frequencies will appear in the
spectrum which correspond to combination tones of the original

* Note added 15th June, 1946.—Recent experiments with perfected apparatus have
conﬁrmed the expectations as regards the optimum value of T for speech, but not for
music.
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frequency. with one or the other or both of the repetition fre-
quencies 1/7; and 1/7,. ' These form, in general, a double series,
which in the particularly 1mportant practical examples to be
considered reduces to a simple series.

In what follows we will consider only pairs of conversion
processes which, on the average, reconstruct the original fre-
quencnes The condition for this is

+1 3.13)

The ambiguity of sign expresses the fact that positive and nega-
tive frequencies are equivalent. But only the plus sign will be
considered, and it will be assumed, moreover, that both x; and
K, are positive. Negative conversion ratios are less advanta-

KKy =

" geous, as for a given window length they require higher repetition

frequencies [Eqn. (3.14)]. The whole compression-expansion
cycle will be characterized by the compressionratiox,0 < « < 1,
and the expansion ratio will be assumed as 1/«.

To simplify the discussion it will be assumed that the window
length 7T is the same in the transmitter and in the receiver. This
corresponds to optimum conditions, as it will evidently be best
to operate at both ends with the longest permissible 7, which

may have different values for speech and for music. This
means
: T/4-3 = NiTi(1 — k) = Ny7o(l — 10k (3.19)
or o T/, = N,yJuN; . - (3.20)
A second simplifying assumption will be _
7,/7, = p = aninteger . @G. 21)

' This again is an assumption which is fulfilled in \ the most im-

portant practical cases. In the interest of optimum transmission
the slit number will be used, in both the transmitter and
the recciver, which gives the best results in simple conversion
(N = 0-4 — 0-65), and if « is the reciprocal of an integer %,
4,1 . . . the condition (3.21) will be fulfilled.

Mathematically this has the advantage that the double series

of frequencies in the reproduced spectrum

kfr + miT,

now becomes a simple series, with period 1/1-1, as in simple
conversion. ‘We write

kit + miry = (k + pmlry = nfr; . . (322)

so that the spectral lines are now characterized by the single
suffix n, which can be called the “order number.” As S(f) will
be different from zero for integer values of n, and for these only,
we can now omit the selection operator 8 in eqn. (3.16), on the
understanding that -we consider only integral values of =z.
Eqn. (3.17) now becomes

f"“fo + "/Tl (3.23)

Eliminating f by means of egn. (3.23) and introducing the
assumptions (3.20) and (3. 21) into eqn. (3.16) we now obtain
the simplified formula

S(fom) =

Zk exp — (le)z{[;;,r,(l — k) + kP
+ [foriQ — ©) + k— e} . (329
In this sum, however, not all integral values of &k are included,
but only those which are compatible with the given value of the
order n. If there are two values k,, m, which satisfy the equation
n = ko + myp |
all other values which satisfy it must be of the form

m=mo""y .
28
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where v is any integer. It will therefore be convenient to
introduce v as the summation index, and to make the convention
that k, is the smallest positive number in the sequence of &’s.
In other words, let k be the residue of n divided by p; or, in the
notation of the elementary theory of numbers,

(3.25)

As a further simplification we note that S(f;,n) is a periodic
function of f;, with a cycle length

n = ky(mod p) .

__ P _ 1
f? Tl =0 0w (3.26)
and obtain
) e 2 2 2
st = 5o — (2 [(B+ o 1)
fo , k ni
+(7°+;f‘+v—7)z] G.27)

By rearranging the terms in the exponent this can be written,
finally, :

S(fon) = exp,— % (g_z)znz

O T R

This formula lends itself well to graphical interpretation. In
Fig. 3.9 the ordinate is again the original frequency f;, measured

/ “Principal maximum
L —

=4

' J/ /
Dy — g / oty
: -Tex | //f,’
o ! 1’ 7

Fig. 3.9.—Explanation of frequency-conversion diagrams.

in units F, and the abscissae are the reproduced frequencies f.
A line at 45° through the origin represents the correct recon-
version law, f=f,. This is the line of zero order, n = 0.
Parallel to this we draw lines through all multiples of 1/r; on
the f~axis. These are the loci of all non-zero intensities. If we
imagine the amplitude S(fo,n) as a surface above the (fy, f) plane,
this surface consists of a number of profiled planes, projecting
above the lines n = constant.

On the line n = 0 we have evidently a maximum of S(f,,0)
for every integral value of fo/F. These may be called the “prin-
cipal maxima.” At the side lines of higher order there will also
be maxima, but because of the probability function in front of
the sum these will bé smaller. We can draw lines connecting
these maxima of different orders. We obtain a set of straight
lines connecting the points where ‘

JoIF + kylp — nk/2p = an integer (3.29)

If the order » increases by one, by eqn. (3.24) kg also increases
by unity, and f/F changes by

- (Q1~- 3)lp (3.30)

as shown in Fig. 3.9. It can be shown from the geometry of
Fig. 3.9 that these lines will intersect the horizontal axis at

multiples of
Pl — 3x) (331
These lines, together with the lines # = integer, form a network

with intersections at every maximum of the spectral function

S(fpn)- -
Along each line n = constant, the spectral amplitude is the
same function of ffF, apart from the shift (3.30) and the factor

exp [ — (7w Ny/p)yn2]

which varies with # but is a constant along each line. Thus it
is sufficient to compute the amplitude function once, for n = 0,
where the shift is zero and the exponential factor unity. This
function is -
S(f,0) =Zv exp. — 2(wNoJk)2(folF + v)? (3.32)

This, as a function of fy/F, is the sum of probability functions,
recurring at unit distance, 1t is shown in Appendix 7.3 that it

~can be reduced to a recognized transcendental function of |
analysis, the theta function . Fig. 3.10 shows this function

Nje-03 .
0 1 —iF 2
: T M fe=06 !
a N
0 L —fF 2

Fig. 3.10.—The function S(fp, 0).

for two values of the parameter N,/x. In the cases which are
of practical interest N,/x is equal to or larger than unity, and
the probability functions become so sharp that their overlap is
negligible, and (3.32) consists of recurring peaks of probability
shape.

It is now possible to construct diagrams, which may be called
frequency reconversion diagrams, which show the reproduced
spectrum of any pure original tone in the same way as the
previous simple conversion diagrams. Fig, 3.11 is a first
example of such a diagram, with « = §; i.e. the cycle consists
in compression to one-half, followed by expansion to the original
range. The slit numbers are assumed as N, = N, = 4, which
was previously found to represent the most advantageous com-
promise. The diagram can be considered as three-dimensional,
with the profiles of the S-function at right angles to the (fy.)
plane. The amplitudes are plotted in the direction f,, so that
the spectrum corresponding to any original frequency £, can be
immediately constructed by drawing a horizontal line and
plotting the heights of the S-function at the intersections with
the lines of constant order.

This is carried out for a full cycle of reproduction in Fig. 3.12,
which may be compared with Fig. 3.7 (central figure) illustrating
the result of the expansion, starting from an undistorted record.
It must be noted that 7 in Fig. 3.7 corresponds to 7, in Fig, 3.!2,
and as 7; = 27, the minimum interval between two frequencies
in the spectrum in Fig. 3.12 is half of that in Fig. 3.7. If this
is borne in mind, it can be seen immediately that the difference
between the two cases is mainly that the two side-lines in Fig: 3.7
have now split up into two lines each (with some insignificant.

satellites), and the centre of gravity of these two lines follows:

very nearly the same course as in Fig. 3.7. But .it has been:

shown before that with x = 4, 1/7, can be made so small thaty’

the ear can hardly, if at all, distinguish between the two tong

oo~

oo n <
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Fig. 3.11.—Frequency reconversion diagram.
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Fig. 3.12.—Re-expanded spectrum of ten frequencies (full cycle of
reproduction).

Ni=Ne=%;u=1%

(174 can be made about 7-10-5c/s for speech, and- 4 c/s for
music.) Thus the practical difference between Figs. 3.7 and 3.12
is almost negligible, and we can say that the distortions arise
almost entirely in the expansion process. :

Fig. 3.13 is a reconversion diagram for a transmission cycle
with « = 4, with the same slit numbers as before. Fig. 3.14

" contains the reproduced spectra. This diagram approximates

even-more closely to Fig. 3.7, as the separation in the doublets
at either side of the correct. reproduction has become even

1/ A WLVL 45 7
6 8 /9 0
/' / ;'-fr.

Fig. 3.13.—Frequency reconversion diagram,
Ni=Na=1L;6=1%

10 - P
! /

00 LfFLr(-x)

08 /

Fig, 3.14.—Re-expanded spectrum of ten frequencies (full cycle of
reproduction).

Ni=N2=%«=1}

smaller as compared with the frequency interval between the
doublc?ts. Thus in this case the distortions arise even more
exclusively in the expansion process. The only essential differ-

28*
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ence as compared with the case x = ¢ is quantitative. The
beat frequency between the doublets is now about 4/7,, twice
as large as before.

If in Fig, 3714 the doublets are imagined as merged into one,
the lines connecting them will be almost vertical. Thus we can

interpret the operation of the frequency reconvertor in a some- -

what different way. It acts very nearly like a musical instrument
with a discrete set of frequencies, which tries to imitate speech
or music as closely as possible with a limited number of tones.
It is well known that if a vowel is sung into ‘an open piano
with the loud pedal depressed it will echo the vowel very
clearly. The frequency reconvertor performs a similar imitation,
but with the difference that its fixed frequencies are set at equal
arithmetical, not geometrical, intervals. Hence the reproduction
will tend to become more perfect at higher frequencies. At
lower frequencies there must necessarily be departures from
perfect reproduction. This becomes evident if it is remembered
that the frequency convertor does not change the rhythm or
“time-pattern’” of speech or music. In frequency language this
means that frequencies well below the audible range are repro-
duced almost with the original value, whatever the value of x.
Summing up, we can say that a frequency compressor and an
expander operating in succession produce as close a reproduction
of the original as is compatible with the uncertainty relation,
and the limit is set almost entirely by the expansion, the errors
introduced by the compression being relatively small.

(4) PROVISIONAL REPORT ON EXPERIMENTAIL. WORK

Theory can give a complete description of the operation of
the frequency convertor either in time language, or in frequency
language, or in the more general representation discussed in
previous communications, but it does not enable us to draw
conclusions on the quality of the reproduction.

In order to subject the theory to a first rough test, a 16-mm
sound-film projector was converted by a few simple modifica-
tions into a frequency convertor. Fig 3.15 is a photograph of

the essential parts, and Fig. 3. 16 is a schematic illustration of -

the optical arrangement.

The usual single, stationary slit of the sound head was replaced
by a slotted drum which rotated round an axis passing through
the filament of the exciter lamp, The drum was of 0-005-in
steel tape, and the width of the slits was also about 0-00S in.
The condenser lens was replaced by as large a lens as the fitting
would take, with a free diameter of about 1 inch. Immediately
in front of the slotted drum a frame was arranged for the
“window.”” In the case of films with variable-area sound tracks
this was a film with- graded transmission, produced by a photo-
graphic process or sprayed with an airbrush. For variable-
.density films the window was cut out of black film or paper to
the desired shape. The window and the slits behind it were
imaged on the film by the same microscope objective as used in
ordinary operation, which reduced their image to about one-
quarter. Thus, allowing for gptical errors, the effective slit-
width was 0-0015-0-002 in. The maximum length, 7, of the
window which could be utilized was limited both by the diameter
of the condenser lens and by the collecting system which guides
the collected light to the photocell. Measured on the film it
was about 6 mm. Sound-film moves at the standard speed of
183 mm/sec; thus the maximum 7" was about 32 millisec. By
running the film on the *silent” setting, at about 125 mm/sec,
this could be increased to about 48 millisec. The shortness of
these times was a severe limitation of the apparatus. The
improvement between 32 and 48 millisec was so marked that it
appears to confirm the expectation that the optimum 7 is con-
siderably longer, probably 100 millisec, perhaps even more.

The slotted drum had a stepped pulley attached to it which

GABOR: THEORY OF COMMUNICATION

'length of 32 millisec was insufficient for the reproduction of

Fig. 3.15.—16-mm sound-film projector converted into an experi-
mental frequency convertor.

——

/ \

/ Exciter lamp \ Condenser lens

N

Fig. 3.16.—Optical arrangement in frequency convertor.

" Slotted drum

could be driven at different speeds by means of a spring belt
from another sbepped pulley attached to a sprocket of the
projector. By crossing the belt the motion could be reversed.
The following values of x were tried:—

k=025 033 042 1-5 1-75 20 30 3:33.
It became evident in the first experiments that the window

music, hence the later tests were mostly restricted to the repro-
ductlon of speech. The uneven rotation of the drum due to
the elasticity of the spring belt was also much less objectionable
with speech than with music. .
Male speech remains completely intelligible with x = 1-5," .
ie. if the frequencies are raised by 502, though a baritone:
changes into a high tenor. The intelligibility falls appreciably
with « = 1:75, when the voice changes into a mezzo-soprano
though even with « = 2 almost half of the words were intelligible
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 available compression ratios 0f 0-42 or.less, on the other hand,
‘changed male speech into a dep growling, entirely unmtelllglble.

ts, in which the .voice: becomes
shosition, do not, of course, give a
test of intelligibility after reconversion to the ‘original frequency
range. But two tests could be carried out immediately which
§ allow a first rough estimate of these effects to be made. One
g test was to run the sound film at “silent’” speed, ie. about
4 % standard speed, and apply expansion with « = 3. Speech
g restored in this way sounded almost entirely natural, and the
. intelligibility was appreciably better than if the record was run
4 at % speed before a statlona.ry slit.

and negative frequencies are indistinguishable, so that « = + 1
¥ and k= — 1 both reproduce the original frequencies of the
§ record. Bui while 4+ 1 can be realized with a stationary slit,

- — 1 means that the slits have to run in the same direction as
the record, with double speed, so that the relative speed of the
film against the slits is — v instead of + v, i.e. the same in
absolute value. This experiment was tried with different slit
numbers, N = 0-5, 0-75, 1 and 2. The beat frequencies. 1/7
were 60, 90, 120 and 240 cfs. N = 0-5 was easily the best, in
‘full agreement with the theoretical expectations. It gave per-
fectly intelligible, though not quite natural, reproduction. The
larger slit .numbers produced strong “rrr’’ sounds, which de-
creased the intelligibility, but it is remarkable that even with a
beat frequency of 240 cfs about half the words were intelligible.
It may be seen from eqn. (3.14) that the beat frequencies at
k= — 1 are the same as for k= 4 3. Thus this test corre-
sponded roughly to a reconversion with « = 4, at a -window
length of 32 millisec. As it appears highly probable that the best
window length will be about three times as much; perhaps even
more, it appears that ultimately even sevenfold compression and
re-expansion can be realized without essential loss in mte]hgl-
bility, though with noticeable distortion.

(5) DEVICES FOR KINEMATICAL FREQUENCY
CONVERSION .

So far the theory has been explained and illustrated only in
the case of a sound film, i.e. with a permanent optical record,
but evidently there are many more possibilities for realizing the
underlying general principle. _

The essential features of the kinematical method are as follows.
A permanent or temporary record moves past a fixed window
with suitably graded attenuation, and inside this window the
record is scanned by pick-ups which are themselves moving
with some speed different from that of the record. Hence we
can use any sort of record which persists long enough to pass
4 across the window, and any sort of pick-up which does not
-1 ‘damage the record. The last condition excludes gramophone
4 records with needle pick-ups, but there are many more promising
possibilities.

Phosphorescence, wave motion and magnetization are well-
known physical processes with ‘““memory.”” The last of these is
suitable for permanent as well as for temporary records, and
will be discussed later. ‘The first two are suitable for condensed
transmission in communication channels.

Phosphorescent records can be used in very much the same
way as the permanent optical records previously discussed. The
film is replaced by a loop of film coated with phosphorescent
material, or by a coated rotating drum. This is excited by a
suitable recorder, such as a variable light source or an oscillo-
graph, after which it passes immediately into the window, where
it is scanned by moving slits or their optical equivalents. The
exponential decay of the phosphorescence can be compensated

: GABOR- 'THEORY OF ‘COMMUNICATION
This changes & baritone into a soprano - Reduction by :the -

A second reconversion test is based on the fact that positive-
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by -a- guitable exponential wedge. Behind the window the
phosphorescence can be removed by heating or by infra-red
irradiation. A smﬂar apparatus can be used at the receiving
end.*

Wave motion in fluids is an interesting substitute for a moving
record. It has been used in the Scophony system of television
in order to preserve the picture of a whole line for about 10—4 sec. -
The Scophony trough contains a piezo-electric crystal at one
end and an absorber at the other. The pressure waves running
along the trough produce differences in the refractive index of
the liquid and form an equivalent of a film running at extra-
ordinary speed. It is well known that such a trough can also
imitate a succession of running slits if the crystal is operated
with a series of sharp pulses. t Thus a system of two Scophony
troughs, in combination with a suitable optical system, appears
to be a practicable form of frequency convertor. But it is
not very suitable for the conversion of sound, where the window
width required is of the order of 0-1 sec, whereas Scophony
troughs, unless they are made very large, conserve the record
for only about 10—4 sec. They might perhaps be suitable for
compressed television transmission, if such a scheme should
prove practicable. This subject, however, is outside the scope
of the present paper.

The most convenient method of condensed transmission will
probably use magnetic tape or wire recorders at both ends of
the communication channel. Fig. 3.17 shows the schematic

Fxg 3.17.—Frequency convertor with magnetic tape.

arrangement. A loop of the tape or wire runs continuously
over two pulleys. Before reaching the recorder the previous
record is wiped out, by demagnetization by saturation, or—as
in some modern systems—by demagnetization with high fre-
quency. After passing under the recording edge the tape runs
over a wheel which has a number of sharp, wedge-shaped iron
spokes. To avoid scraping, these are embedded in non-magnetic
material; friction may be prevented by an oil film. The spoked
wheel rotates with some speed different from that of the film,

according to the « of the conversion. It forms the equivalent
of the rotating slits in the film scanner. The equivalent -of a.
window with graded transmission is formed by a suitably shaped
magnetlc gap between the annular wheel and a central iron pole-
piece which carries the pick-up coil. The current induced in
the pick-up coil is amplified and transmitted through the com-
munication channel. At the receiving end the current is applied
to the recorder of a similar instrument, the only difference being
that the wheel rotates here with a different speed relative to the
film, The window length can be varied by changing the position
of the two pulleys which determine.the arc of contact, or—more
advantageously—by running the motor at different speeds. This
may be necessary if it is desired tQ transmit both speech and
music under optimum conditions,

All systems of this kind necessarily produce a certain delay
between transmission and reception. The average delay cannot
be less than the width T of one window, plus twice the time

* A somewhat similar arrangement has been used for other purposes by Goldmark

and Hendricks, Ref, No. 3.5.
1 First sussosted by F. Okolicsinyi,
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interval between the recorder and the near edge of the window,
In the transmission of speech this can probably be kept below
200 millisec.

The device shown in Fig. 3.17 could be used also for long-
playing magnetic gramophones, dictaphones and the like. The
only change is that a permanent instead of a temporary record
- is used and the “wiper”’ is eliminated. But it may be mentioned
that in gramophones, sound-film apparatus and the like, in
which the aim is as high a quality of reproduction as possible,
and which must be ready to reproduce speech or music without
any change of adjustment, it does not appear practicable to
apply compression to the whole range of audible frequencies.
In such cases it may be better to divide the audio range into
two parts, say 25-1 500 ¢/s and 1 500-7 500 cfs. A track may
be provided for each, of which the first is an ordinary record,
whereas the second is compressed fourfold. Thus with a double-
track record it may be possible to reproduce a waveband of
7 500 ¢/s, at film speeds which would be normally sufficient only
for about 1 500 ¢/s. This application may perhaps be of interest
in sub-standard sound-film projectors.

S

® ELECTRICAL METHODS OF CONDENSED
TRANSMISSION

It may be surmised a priori that mechanical motion is not an
indispensable part of condensed transmission schemes. Mathe-
matically speaking, the essence of the methods previously dis-
cussed was to apply certain linear-but time-dependent operators
to an original signal sy(f), and it appears very likely that these
can be produced also by suitable circuits. It will be shown that
these, and even more general operators, can be produced elec-
trically if suitable signal generators are available.

Mechanical motion in the schemes previously described had
the general function of producing new. frequencies from one
given original frequency. Mathematical analysis has shown that
this consists essentially in the repeated addition of the “repetition
frequencies’’ of the device to the original frequency. But it is
well known that addition and subtraction of frequencies can be
produced without mechanical means, by the technique of
“mixing.”” Hence in order to devise an electrical equivalent of
the kinématical method we must search in the first place for a

suitable method of modulation. Ewdently modulation with

other than simple sine~-wave carriers is necessary, as multiplica-
tion with a simple carrier produces only a shifting and duplica-
tion of wavebands.

The other essential feature of the kinematical method was a
permanent or temporary record,.or more generally ‘“memory”’
of some sort. Can ordinary electrical circuits have memory?
The answer to this is that every tuned electrical system, i.e. every
system which has no unlimited flat response, has a sort of
memory, because an instantaneous impulse has a certain after-
effect. A particularly interesting special case is a system with
sharp resonance peaks which are at multiples of some funda-
mental frequency, approximating to the “selection factor’” shown
in Fig. 3.4. Such a system would incessantly repeat the same
waveform. If the damping were appreciable, the repetitions
would become gradually less and less like the original. This
repetition is something rather close to the everyday concept of
memory.

It might appear that the sunplest method of transmission thh
non-constant carrier frequency is modulation with a carrier of
constant amplitude, but with a frequency which varies between
two limits sinusoidally, or according to a saw-tooth curve, If
the local osgillator of the receiver varies its frequency according
to the same law, a signal similar to the original can be expected.
This system is known as ‘‘re-entrant modulation.” A certain
mmount of saving in frequency band may be obtained with this

system without proh1b1t1ve distortions, if the transmission
channel is made smaller than the total frequency sweep. But,
" though this system may be the simplest to realize, its mathe.
matical treatment leads to considerable complications. There-
fore the following investigation will be based on a system of
modulation which may not be easy to realize, but which allows
comparatively simple and general mathematical discussion. This
will be achieved by making use once more of the unique propemes
of certain signal shapes with probability envelope.
We assume a carrier of the form
(-]

'Zk exp — A(t — k7)2 ..

(3.33)

If the constant A is real and positive this represents a recurrent

probability pulse. But the discussion is just as simple if we
‘make the more general assumption that A is a complex constant
with a positive real part o

A= a2+ jp2- (3.39)

The real part of (3.33) is, apart from a phase constant, the
sum of pulses of the form

‘ e~ cos (Br)2

An example of such a pulse is shown in Fig. 3.18. It repre-

sents a sine wave with a linearly-varying frequency, modulated

Fig. 3.18.—-—Modu1atixig pulse.

by a probability pulse. An interesting feature of these waves is
that, by choosing the recurrent frequency convéniently, their
superposition’ can result in a waveshape which closely approxi-
mates to a wave of constant amplitude with a frequency varying
according to a saw-tooth curve; hence by suitable choice of the
constants it is possible to cover “re-entrant modulation”’ w1thout
its mathematical complications.

The great advantage of the waveform (3.33) or (3.35) is that
its Fourier transform is of the same type as the signal. This
allows us to evade the danger of the formulae growing more and
more complicated with every step of the analysis.

The signal sy(f) may again be a pure harmonic oscillation,
which may be written in complex form as

Sof) = cis 2afyt (3.36)

Only the complex modulation product of (3.36) and (3.33)
will be considered. It is well known that the real product can
be obtained from this by adding to it the product with the sign
of f, reversed, and adding to the sum its complex conjugate.
But it will not be necessary to carry out this process in order to
recognize the essential features of this method of transmission.
The complex modulation product is

S = Zk exp[— At — kP + 2mjfy] . (33

The Fourier transform of this is

S,0F) = J(;) exp [* 1:\30' — fo? ‘Z‘k 8~ fo — k/f)]

(3.38)

(333 .
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- Thus by modulation with the carrier (3.33) the spectrum has been
@ spread out according to a probability law on both sides of: the
¥ original frequency, while the result of the recurrence is to split
§ up the spectrum into sharp lines with constant frequency
4 interval /7.
F  We now assume that the modulated signal is passed through
¥ a filter with a transfer admittance .

exp — nX{f — f)?o (3.39)

where ¢ is a complex constant with positive real part. If ¢ is
real this is a “probability filter.”” The filter transmission centres
- on f,, but this will not be the centre of the transmitted wave.
As illustrated in Fig. 3.19, the product of two probability func-

"'(f f;;)—
m ”HHH j’l‘r
® : I (e-E)
—
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(of, MY o +)) f

Fig. 3.19.—Electrical frequency conversion.

tions is again a probability function, with a centre somewhere
- between the centre of the two factors. Hence the filtered
spectrum S(f) can again be expressed in a mathematical form
similar to (3.38) but with changed constants:—

S =[(x) e [— T —f,_.)z]
o |~ ) -]

] STeb(r — fy — ki)

' (3.40)
We write now ’ o

' . ollc+ A) =« 3.41)

and obtain the spectrum in the form A

2
S(f) = J (x) e [— T — 0(fy — 12)2]
exp{ A[f —{d = wf. ]2}

Z" 8f—~fo—kin . (342

—co
- Thisis a formula very similar to that obtamed in the case of
kinematical compresswn, but with some differences, the most
important of which is that o, A and x need not be real. It is
interesting, however, to consider the special case in which o, A
and consequently also « are real and positive. In this case
eqn. (3 .42) differs from eqn. (3.10a) or (3.105) only in two points,
](J)ne is that the maximum of the amplitudes is not at f= «fos
ut at

f=xfy+ A —wW)f,

i.e. the spectrum is not only compressed, but also shifted by a
certain constant amount, depending on the position of maximum
filter transmission, f,. The other new feature is the factor

Cexp[— X1 — W)y — PIA] (3.43)
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which is independent of f but dependent on the original fre-
quency f,- Hence different frequencies are not reproduced with
equal intensity. This effect can be reduced or eliminated by
boosting the original amplitudes i in a ratio inverse to the factor
(3.43) before modulation.

We see now that by applying in succession the operations of
boosting, modulation with repeated probability pulses, and
filtering, we can produce by purely electrical means a compressed
spectrum identical to that obtainable by methanical methods.
But it is important to note that only compression can be achieved
in this special case, not expansion, as «, given by eqn. (3.41), is
necessarily smaller than unity.

By a rather complicated calculation, which may be omitted, it
can be shown that by a second modulation—in the receiver—

‘with a modulating wave of the type (3.33) it is possible to restore

the original frequency, with very much the same distortions as
in kinematical reconversion. But it is essential that both A and ¢
should have imaginary components, ie. both the modulating
pulses and the filter characteristic must be of the type as shown
in Fig. 3.19. Simple probability pulses and probability filters
can achieve only part of the reconversion cycle. Hence
the electrical method is better described as “‘condensation-
dilution’’ than as ‘“‘compression-expansion.”” The transmitted
signal spectrum is entirely dissimilar to the original, as the
spectrum corresponding to a single original frequency is spread
out over the whole transmitted range.

At the present stage it is impossible to overlook the possi-
bilities of electrical methods of condensed transmission, which
in principle appear almost unlimited. Progress is likely to be
slow and difficult, as the mathematical treatment of pulses
different from those considered here is liable to become exces-
sively complicated, and experiments unguided by theory do not
appear very promising. But the economy which may ultimately
be achieved is likely to be large enough to encourage efforts in
this direction.
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(8) APPENDICES
(8 1) The Response of Freguency Convertors fo Elementary
Signals

It has been shown in Parts 1 and 2 that signal analysis in terms
of certain “elementary signals’> has particular advantages,
especially in problems of physiological acoustics. These ele-
mentary signals are simple harmonic oscillations, modulated
with a probability pulse. Analysis in terms of these functions
contains the representation of a signal as a time function s(#) and
as a frequency function S(f) as limiting special cases.

Elementary signals are also very suitable for desctribing the
operation of a frequency convertor with a probability window,
as a convertor reproduces any function of this type as the sum
of functions of the same type.
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The frequency convertor transforms an “ongma.l” signal 5,(2)
into

s() = 'i:k exp {

Y s — a —-K)k‘r]} (G.49)

This formula is obtained from eqn (3.6) if x, is substituted

from eqn. (3.3) and the repetition interval = from eqn. (3.9).

Substitute for sy(#) a general elementary signal

2((’;)2)2@9,2%(:— 1y

The dimensionless parameter € characterizes the sharpness of
the signal., In Part 1 the effective duration of a signal has been

deﬁned as +/(27) times its r.m.s. duration. In the present case
this is

-5)(0) ="exp — (3.45)

TINT .
S oot (3.46)

The eﬂ'ective spectral wid_th is, by the same definition,

An, =

1 €
V@) N @47

The relation of the time interval Nt to the window width T is
given by eqn. (3.14), which combined with (3.46) gives

o041 T

B.g. for k = 2¢ (in absolute value) is 0-41 for s1gnals with an
effective duration equal to the window length. It is larger for
sharper signals, smaller for longer ones.

Substitution of (3.45) in eqn. (3.44) gives

s()= Zkexp [— (1—\1’—)2{0 + k12 + [kt — k(1 — K)T— 10]2}]

X cis 2afyxt — (1 — 1kt — #y] (3 49)
This can be written in the simpler form
5(f) = Sk exp [— Q2t — B2 + ]
where the constants have the following values:—
= (1 + (NP
By=— {k’r — fkT(l — ¥) + 1] — jﬂfb(N’T)z}I(l + €22
Ye=— {00 + &P — (k7)2 — &[(1 — K7
. + L] N2 — 2mif [ (1 — 1kt + 1]  (3.51)
The Fourier transform of the kth term of (3.50) is

o[~ (@) - 2ors ]

Applying this to (3.50) a somewhat lengthy calculation leads to
the following expression for the spectrum of the reproduced

(Af)l =

(.48)

(3.50)

(3.52)

signal :—
Y ('rr)N'r {(mN7)2
N=37 a+ ezxz) P [ Traal Kf&z]
X cis Tﬂ(e kf — foty
AN Akt + 57 - * 2aker
. _Z;k P [” T+ & 2)(3%)‘2’] s ==

{[1— el — )~ £} (359

The first factor, in the first line, can be called the attenuation
factor, the second the phase factor, and the third the spectral
separation factor, If e ==0 and £, = 0, eqn. (3.53) simplifies
to eqns. (3.10a) and (3.108), discussed in the text. In this special

case of infinite wave trains the separation factor becomes a

“selection factor” and the spectrum becomes a line spectrum.
In the general case the attenuation factor has the effect that
the effective spectral width of the reproduced signal becomes

_ 1 v+ e
A = Zom N

which is /(1 + 52::2)/5 times the original value (347). If
€ is very large, i.e. if the signal is very sharp, this ratio.
approaches k, the conversion ratio. This means that with very -

short signals the spectral envelope is reproduced accurately, on
a scale « times the -original. The reproduced signal s(?) itself
consists in this case of an accurate reproduction of the original,
but on a time scale 1/« times extended, and of similar but weaker

“echoes,” produced by repeated passage of slits across the record _

of the short signal.

The opposite case arises lf the signal is of long duration.
Here the spectral width, which in the original is very small, is
expanded to a value 1/4/(27)N7, whereas the envelope of the
reproduced Signal s(?) approaches the original very closely.
This is the reason why the frequency convertor can reproduce
without much distortion the articulation of speech or the time
pattern of music.

(8.2) Combination of Two Conversion Processes in Succession

Consider the conversion as described by eqn. (3.105) as a first
operation on the frequency f,, with suffix “1,”” which produces
a certain spectrum S; on an intermediate frequency scale f;

S(f;) = exp [~ @Nyr)Xf; — 1, fOR12k 8(f; — fo — kITy) (.55

~ This is different from zero only if

fi=fo+ Ky (3.56) -
where k is any integer. Apply now a second similar operation,

with suffix “2,” to the result of the first operation. This splits
every spectral line (3.56) into an infinity of equxdlstant lines,

glven by
f=fH+ mI'rz (.57)

Eliminating the intermediate £requency J; from the two last
equations, we see that non-zero amplitudes in the final spectrum

will appear at
f=Jfy+ klt{ + m|7,

The reduction of the spectrum to discrete lines can be con-
veniently expressed by the selection operator

Sk 8(f — fo — kfry — mfTy) .

(3.58)

(3.59)

using again the “delta function,”” which is zero everywhere except
at argument zero. We can now write the result of. the two
operations as follows:—

S(f) = TmZkexp [— (NS, — ey fp?]
X exp [~ (N )X f — 12/))?]

X 8(f — fo— klry — mf7) (3.60)

Eqn. (3.16) is obtained from this by substituting the values of - ' : '

J; and f from eqns. (3.56) and (3.57).

3.59)
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: Any spectral line as given by eqn. (3.58).can be charactenzed
= by two integers k, and my -

f=fo+ kol + myl7,

. If 7, and 7, are incommensurable there will be no other integral
* values which satisfy this equation; hence only a single term of

* @361

-§ the sum (3.60) will contribute to the amplitude of this frequency.

But if 7, and 7, are in a rational relation
77y = plq (3.62)
where p and g are relative primes, there will be an infinity of
- integer.solutions of (3.61) of the form
k= ko + Vp

m=mg— v,

(3.63)

where v is any integer. But if the same window width is used
"in both conversion processes, and if the speed ratios are pro-

duced by toothed wheels, by eqn. (3.20) 7,/7, is bound to be "

rational. This means that the line spectrum (3.58) will repeat
" itself with a period
PI""l = QI"'z (3.64)

To avoid unessential complications the discussion in the text is
restricted to the case ¢ ='1.

(8 3) Reduction of the Recurrent Exponent:al Pulse to Theta

Functions
In eqn. (3.28) for S(f, n) mtroduce the following notations:—
Ny 2. . Jo f‘_’q —
( )_ ——p, Tt = (3.65)
This enables us to write it in the form
S(f, n) = S, p) = e—Pui Tyt +v—p) (3.66)

different.
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The theta function 0y, as deﬁned in analysis* is
Ooolz, 7) = veftreizng . (67
\or, with imaginary arguments,
Boo(Jz, j7) = e"z’l"z\;e-m(ﬂ-ﬂf)’- (3.69)
Now put . mT=0a?; zZft=y—p (3.69)
This gives

o o2 - o
Goo[j;(y — ), j}_] = guﬂ(y—tl.)?2},e_--az’l(v+y—u)’z (3.70)

Dividing this by eqn. (3.66) we obtain

- 2
S0, ) = Ao+ f 1y — ), 7]
o TI.
and finally, substituting the original values for «, p and y,
Sy = z’%’*) [<’°+—-ﬂ‘> +<;:>]

fb nKy . Nj\2
Tables of theta fu.nctlons may be found in Jahnke and Emde,

“Tables of Functions (Dover Publications, New York, 1945)
and in other works.
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DISCUSSION ON.

“RADIO MEASUREMENTS IN THE DECIMETRE AND CENTIMETRE WAVEBANDS”*
NORTH-WESTERN RADIO GROUP, AT MANCHESTER, 18TH JANUARY, 1946

Mr. R. Cooper: The authors use the terms (@) accuracy, (b)
absolute accuracy, (¢) reading accuracy, (d) setting accuracy.
The accuracy of a measurement is determined by the deviation
of the measurement from the true value of the quantity measured.
This deviation is due to errors which occur in making the
various instrument settings, readings and calibrations necessary
to make the measurement. Will the authors state the sources
of error considered in defining each of the above variations of
instrument accuracy? In the case of the calorimeter method of
measuring high powers the authors state that the ‘“absolute
accuracy” of the method is of the order 59;. I presume this
value pertains to the equipment’ used ‘by the authors and is not
a statement of the limit of accuracy of the method. I am
particularly interested in this system and would appremate a
statement of the sources and magnitudes of the various errors
which contribute to the 574 ““absolute accuracy.”

In considering the measu:ement of hlgh Jpowers the authors do

| * Paper by R. J. CLAYTON, J. E. HOULDBN,H R L LAuom', andw E. WILLSHAW
B w194693mmp97) EE IRt

not mention that it is sometimes necessary to feed the energy
into the calorimeter in the form of recurrent impulses. Under
these conditions high electrostatic stresses may be set up in the
system. To what extent does this consideration influence the
design of the resonant-chamber calorimeter (Fig. 14)?

A point having bearing on the design of calorimeters for
operation below 10 cm wavelength is the fact that water exhibits
an absorption band in this region and its dielectric constant is a
function of temperature. Consequently mismatches may be
caused by excessive temperature rises. This effect is likely to be
pronounced in calorimeters containing a considerable volume of
water such as that shown in Fig. 15. 1have found a calorimeter
of the type shown in Fig. 16 to be free from the effect.

I agree in general with the authors’ remarks concerning the
design of standing-wave detectors. However, I prefer to limit
the length of the slot to about three-quarters of a wavelength, and
I judge the performance of standing-wave detectors from curves
obtained with an approximately correct termination and with a
highly reflecting short-circuit termination. Can the authors give



